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1 EXECUTIVE SUMMARY

This MUR1 center was focused on the development of a rigorous theoretical foundation, and scal-
able analytical tools and paradigms, for construction of networked control for large numbers of
autonomous and semi-autonomous air vehicles. The results have been a substantial body of re-
search accomplishments that are currently having an impact, and can be expected to provide the
long-term foundation and organizing principles for the development of cooperative multi-vehicle ca-
pabilities. This research has specifically targeted the critical reliability and performance issues facing
autonomous vehicle systems operating in highly uncertain environments, and enables vehicles to form
teams, manage information, and coordinate operations including deployment, task allocation and
search. The program concentrated on both the fundamental theory necessary to allow systematic
performance analysis, verification and validation of such systems, as well as the development and
implementation of algorithms and software. Cooperative control of multi-vehicle systems requires
fundamental and coordinated advances in algorithms for control, communications, and computing
to develop systems that are verifiably robust. The research of this MURI center provides required
core algorithms and internal software methodologies, and several transitions of the research have
now occurred (see Appendix B). The activity of the program has impacted the understanding of
large-scale cooperative unmanned aerial vehicle (UAV) systems, providing a basis for major new
technical and operational capabilities, and will more generally enable systematic construction of
large-scale, robust, real-tirne distributed systems. This MURI program has influenced the directions
pursued by the cooperative control research community at large, and the members of the team
have won numerous major research awards and recognitions during the course of the project (see
Appendix A); a cumulative list of personnel supported is provide in Appendix C.

This project has significant research accomplishments in three primary areas: cooperative de-
ployment and task allocation algorithms; rigorous verification and validation for complex systems;
and information management protocols for cooperative vehicle control. The specific accomplish-
ments have direct application to large-scale multi-UAV systems and we now provide an executive
overview of the research achievements.

Deployment and Task Allocation. A general class of algorithms of primary importance that
has been developed in this program is that focused on independent deployment of air vehicles for
surveillance. The associated algorithms run in real-time on board each vehicle to route them to
optimal locations, and are strongly decentralized, coordinating between vehicles, enabling them to
efficiently deploy throughout a geographic region. More generally, also considered have been the
related goals of coordinated scouting, rendezvous and task or target allocation. A significant feature
of this research, as with all the research of the project, is provable guarantees for the performance
of the algorithms developed.

Significant research accomplishments have been made on deployment and rendezvous in convex
environments. More recent achievements have has focused on non-convex situations, such as encoun-
tered in urban settings or more expansively any environment with obstacles. A specific deployment

problem considered is that where multiple vehicles have the objective of providing full visibility
of the environment, and must do so using a line-of-sight wireless communication scheme; this is a

so-called visibility-based deployment problem. The problem is closely related to many surveillance
and pursuer-evader problems, and the results obtained are adaptive, distributed, asynchronous, and
verifiably correct, and provide very sha.rp sufficient estimates for the number of vehicles needed to
guarantee that the task be achieved.

Deployment problems are mainly motivated by either surveillance applications, or by scenarios
where vehicles are optimally positioned to service critical, but infrequently occurring, targets. As a
distinct research area, algorithms have been successfully developed for scenarios involving multiple
vehicles and targets, where targets appear frequently and dynamically, modelled by spatio-temporal
Poisson processes. The case where the vehicles have dynamical constraints is considered, and the
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objective is to service the stochastically appearing targets in such a way as to minimize the wait times
to servicing. The research is closely related to the so-called Travelling Repairperson Problem (TRP),
and has produced the best available algorithm for this problem that guarantees performance. Also,
in very novel work discrete resource allocations problems have been considered, using a decentralized
Markov decision process model, where possible targets appear at a fixed known set of points. For
these classes of cornputationally hard problems we have developed semidefinite relaxations that yield

polynornial-time algorithms which can find control policies that have performance within a small
constant factor of the optimum.

Significant advances have been made to optimal target servicing involving vehicles that have
nonholonomic constraints. The motivation for the issue§ considered is that air vehicles, and in par-

ticular UAVs, have limited turning capability and cannot directly reverse their motion. These fea-
tures have been modelled using a Dubins' vehicle model, and very strong results have been achieved

for minimum-time motion planning and routing problems for such vehicles which are constrained
to move along planar paths of bounded curvature, without reversing direction. Various additional
scenarios of dynamic vehicle routing problems for a group of autonomous vehicles have been studied,
and using novel concepts and algorithms have been solved.

Verification and hybrid systems. The program has produced significant advances in the theory
of hybrid input-output automata, (HIOA) and the resulting verification techniques; these techniques

enable off-line automatic verification and validation of safety and liveness of cooperative control
algorithms, such as those discussed in the preceding paragraphs. This HIOA approach combines
ideas from control theory and techniques from input-output automata theory to achieve verification

of cooperative control algorithms. The methods allow complex proofs to be broken down into man-
ageable pieces, and provide rigorous techniques for establishing both safety and liveness properties.
The research has also extended the IOA ideas to probabilistic IOA, which are specifically needed to
allow for systematic and automated reasoning about algorithrns that have stochastic components.
A monograph has been published during the project that summarizes many of the above results.
The software company VeroModo was founded during the course of the project to make the above
techniques commercially available in computer-assisted form.

The concept of Virtual Node Layers (VNLayers) for implementing algorithms in distributed ve-
hicle networks has been developed. VNLayers are abstraction layers for simplifying the task of

programming mobile networks, in much the same way virtual machines and high-level programming
languages simplify the task of programming ordinary stand-alone computers. A VNLayer masks
dynamic, unpredictable behavior on part of the underlying sensor network, including node and
communication failures, joining, leaving, and mobility. It produces more robust, easier-to-program,
higher-level network abstraction. Many different varieties of Virtual Node can be defined, satisfying
differellt assumliptions regarding the types of operations they may perform, their knowledge of geog-
raphy and time, their control over the timing of their steps, whether they are stationary or mobile
(and if mobile, bow they are allowed to move), and their failure modes. Several application scenarios

have beer explicitly studied illustrating the power of this approach.
Research on formal verification of systems using model checking, a direct computer-assisted ap-

proach, with very large state spaces and uncertainty has been carried out with several significant
accomplishments; the uncertainty in these systems being modelled by probabilistic transitions. Ver-
ifying these systems a-utoma,tically is a difficult problem, and doing so has been tackled using two

paradigmatic approaches: statistical sampling, and machine learning. A learning based model check-
ing algorithm to verify safety properties of general infinite state systems has also been developed.

These ideas ha.%e also been extended to model checking general branching time properties expressed
in CTL. Also developed have been learning algorithms for boolean programs, which are sequential,
recursive programs over boolean variables. The software tool Vesta has been developed to make this
research directly available to practitioners.
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Information management for cooperative control. This progran has created an information
theory for closed-loop systerns, which allows for analysis of the performance implications of packet
networks on control systems. This research is very important because traditional information theory
does not take account of delay, a consideration which is crucial in multi-vehicle and more generally
control systems. This new work is fundamental, showing that the Shannon notion of channel capacity
is ill-suited to feedback tasks, and is having significant influence and impact on the multi-vehicle
research coimunity.

This program has nade significant contributions to the design of communication protocols with
the robustness and performance constraints required for cooperative multi-vehicle systems. This
includes cooperative routing schemes which take advantage of network layer diversity, and delay
adaptation, to increase network reliability over a wireless network with fading channels. The devel-
oped protocols successfully overcorne many of the architectural challenges involved with the software
impleirientation of multi-path, delay feedback based, probabilistic routing algorithns. Several addi-
tional accomplishments have also been made in the area of performance of mobile wireless networks.

A more detailed account of the technical accomplishments of the Center now follows.

2 MULTI-VEHICLE PEER-TO-PEER DEPLOYMENT
SCENARIOS

One fundamental capability of future networks of autonomous and semi-autonomous vehicles will be
the ability to perform spatially-dis tributed sensing tasks including coverage, surveillance, exploration,
taiet detection, and search. These future mobile and tunable sensor networks will be able to adapt
to changing environments and dynamic situations, will provide guaranteCd fault-tolerant quality
of service, and will operate via limited-bandwidth ad-hoc communication links. To achieve these
desira.ble capabilities, the major objective of this project is the design of niulti-vehicle coordination
al-orithms that are distributed, asynchronous, adaptive, and verifiably correct.

In this section we describe two types of deployment problems: the first problem is setup in a
convex environment and contains a notion of optimal positioning in locational optimization - the
second problem is housed in a. nonconvex environment and generalized to the distributed setting
the classic art-gallerty theorem in computationa.l geometry. The resulting coordination protocols
are based either on distributed descent algorithms and on aggregate utility functions that encode
optimal coverage and sensing policies, or on a combination of distributed information gathering and
useful geometric structures. From a broader perspective, the proposed approach unifies concepts
and methods from systems theory, distributed algorithms, and algorithmic robotics.

2.1 Deployment and Coverage Control for Multi-Vehicle Networks

Flere the results obtained in [34, 35, 88, 89] are outlined. The objective of this research is to develop a
complete set of primitives for deployment axid motion coordination in multi-vehicle networks. Multi-
vehicle coordination is dealt with in a. comprehensive fashion, developing fundamnenta.l rnodeling tools,
metrics for performaiaice analysis, and algorithmic design. In particular, it is of central importance
to desigi a.l-orithms that will gently scale with the number of vehicles and devices present in the
network. The problems of optimal deploynment and coverage are tackled in nuinerous variations.
This class of problem is very broad and the features of specific formulations vary drastically with
the underlying physical assumptions. Critical parameters include:

1. the environment of interest can be two or three dimensional, known or unknown, uniform
or nonuniforni (e.g., portions of the environment might be of greater interest), stationary or
non-stationary (e.g., boundaries and nonuniformity may depend on time);
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2. the deployment objectives can vary depending on the ultimate network objcctive: examples
include search and exploration, target detection, localization and tracking, wireless communi-
cation coverage, environmental monitoring;

3. the communication and sensing characteristics of individual vehicle can be uniform or hetero-
geneous (e.g., antennas and sensors can be directional or omni-directional), the vehicle mobility
and dynamics can vary drastically.

Technical approach to deployment and motion coordination

In what follows we illustrate the results we have obtained in some aspects of this broad theme.
The following performance metrics and coordination algorithms are meant to illustrate the proposed
approach and not to restrict our research objectives to any specific setting. The general :bottom-up"
approach is to clesign basic behaviors, formalize the resulting network model through nonlinear and
hybrid systems theory, and prove converge correctness via Lyapunov and invariant theory.

NVe discuss mainly deployment problems. Here, let Q be a region in IR3 andI let I be the
Euclidean distance. Let P = (pl, • be the location of ni, agents, each moving in the environ-
meint Q.

2.1.1 Area-coverage deployment

Let 0 : Q -4 R+ play the role of a, distribution density function; i.e., 0 measures how many users
of the communication channel are present, or how important it is to cover a certain region in the
environment Q. Because of noise and loss of resolution, the sensing or communication performance

at point q E Q taken from ith agent at the position pi degrades with the distance llq-pill; we describe
this degradation with a monotone (decreasing) function f : R+ - R+. In other words, f (lIlq - pill) is
a point-wise quantitative assessment of how poor the sensing/cornnamica tio m perforimance is. Since
typical agents have limited-range footprint, it is realistic to assume that J' (1q - pill) is constant
(equally poor) outside the sphere 13,.(pi) centered at pi of radius r. As specific example, we let

f (1q - pill) equals 1 if q is inside the sphere B.,(pi) and 0 otherwise. This performance function
leads to the following interpretation: the agent i provides equally good sensing/coimunication
coverage over all points in its sphere of influence.

In a first approximation, let us assume that each individual agent is uniquely responsible for
wireless coverage and measurements taken over a region to be determined. Let IN = {W1,..., W}
be a collection of . regions with disjoint interiors whose union is Q; we call I/ a partition of Q
and l,Hii the doirina.nce region of agent i. Consider the coverage performance metric NH(P,14')

E,= I .fl,. f(Ilq - pill)do(q). The function R is to be maximized with respect to the agents location
P and to the assignment of the dominance regions W'. One can easily see that, at fixed locations

(P],.. p,,), the optinial partition is the Voronoi partition V(P) = {1Vj .... ,11,} defined by V =

{q e QI llq- pilI < lq - pjll V. € i}. Therefore, a.n equivalent expression of optimal coverage is
H(Pt V(P)) = E [maxiE( _ .,,} f(H - Pill)]- Remarkably, one can show that

OR(P v(P)) = /0Bdm)

pi .k B,.(7 )pi

and deduce the following critical property: the gradient of N is decentralized in the sense that it
can be computed with information localized to each individual sphere of influence and Voronoi cell.
Closed-form expressions for this partial derivative can be computed under various assumptions on
the shape of f.

[Agorith'in designj Finally, we clesign a deployment algorithm under the assumption that each
agent, location obeys a. first order dynamical behavior described by 15i = vq.,. Set Ui = , (P, V(P)) -

pi, where V(P) = {V,...,} is continuously updated in a decentralized computation. This closed-

loop system is a gradient flow for the cost function N so that performance is indeed locally, contin-
uously optimized. The coverage optinization function N is a Lyapunov function and the group of
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nobile agents is gua.ranteed to converge to a local ma.ximum of R. Fig. 1 illustrates the performance
of this coordination algorithn when Q is a. 2D convex polygon.

* .. .

initial configuration decentralized gradient descent final configuration

Figure 1: Area-coverage deployment for 16 agents; the region of interest is chracterized by a density function equal
to the sum of Caussians. The left (resp. right) figure contains the contour plot of tim density function, the initial
(resp. final) position of the agents, the agents' sphere of influence and Voronoi partitions. 'nhe central figure illustrates
the joint motion.

2.1.2 Deployment for iaximum detection likelihood

Next, we describe a second formulation of deploylnient with a. cliffercnt network objective. \Ve consider
n mobile devices equipped with acoustic sensors attempting to detect, identify, and localize a sound-
source (we could similarly envision antennas detecting R.F signals, or chemical sensors localizing a
source). For a variety of criteria, when the source emits a. known signal and the noise is Gaussian, we
know that (1) the optinial detection algorithm involves a. matched filter; (2) detection performance
is a. function of signal-to-noise-ratio; and, in turn,(3) signal-to-noise ratio is inversely) proportional to
the sensor-source distance. The goal is to deploy the agents and optimize their location to maximize
the detection probability.

Recall that, the circunicircle of a. given polygon is the smallest circle enclosing the polygon;
circumradius and circumcenter and radius and center of the circunicircle, respectively. Given this
notion, we introduce the following simple algorithm. If each agent moves toward the circumcenter of
its Voronoi cell, then, as a. function of time, the detection likelihood is inversely proportional to the
circimiradius of each agent's Voronoi cell, and the detection likelihood is monotonically increasing,
see Fig. 2.

/* ... .N

initial coilfig.iration decentralized gradient descent filial coifigur;tion

Figure 2: Deployment of 16 agents for maximnium likelihood detection. The let; (resp. right,) figure contains
the imnitial (resp. final) position of the agents, and the Voronoi partitions and cirmencircles of each agent.

The fundarnental reason this behavior is correct is the existence of an appropriate Lyapunov
function, with respect to which the given behavior is dissipative. It turns out that, as a. function of

S



the agents' position, an appropriate cost function is the maximum of the radiuses of disks centered
at each agent's position and covering each agent Voronoi cell.

2.2 Visibility-based Deployment in Nonconvex Environments

In this section we review the results obtained in [48, 49, 50] on a deployment probleni for robots in

nonconvex environments. We consider a group of robotic agents modeled as point masses, moving
in a, simple nonconvex polygonal environment, Q. Each agent has a unique identifier UID, say i.
Let pi refer to the position of agent i. Each agent is equipped with an omnidirectional line-of-sight
range sensor. Thus, the agent can sense its star-shaped visibility set V(pi). It can communicate
with any other agent within line-of-sight.

Asynchronous networks of visually-guided agents

Each agent has access to some memory Mi. An agent i can broadcast its UID together with its
memory contents to all agents inside its communication region. Such a broadcast is denoted by
3ROADCASTi(i, Mi). It can also receive broadcasts from other agents. NWe also assume that there

is a. bounded time delay, 6 > 0, between a broadcast and the corresponding reception. Each agent
repeatedly performs the following sequence of actions between any two wake-up instants, say instants
1" and 7.-, for agent i:

1. SPEAK, that is, send a. 13ROADCAST repeatedly at times 7 + k:6, where ; E No, until it
starts moving;

2. LISTEN during the time interval [77, T + A'), for A' > 6;

3. PROCESS and LISTEN during the interval [/ + A':' '7 + A + p'), for p' > 0:
4. MOVE during the time interval [7+ ± A' + p', 7 ).

Agent i, in the MOVE state, is capable of moving at any time t C [77 + A' + pl, 7 +,) according
to

pi(t + At) = Pi(t) + Il,

vhere the control is bounded in magnitude by 1. The control action depends on time, on the

mcmory Mvi(t), and on the information obtained from communication and sensing. The subsequent
wake-up instant Tii.1 is the tine when the agent stops perfornming the MOVE action and it is not

predetermined.
Given this model, the goal is to design a provably correct discrete-time algorithin which ensures

that the agents converge to locations such that each point of the environment is visible to at least
one agent. This is the visibility-based deployme.t p'obleni. for visually-guided agents.

The vertex-induced partition arid tree The first step in the algorithm is to partition the
environment into star-shaped polygons and construct a graph to represent the partition.

We will need the following notation. If p is a point in the polygon Q, we let V(p) denote the
set of visible points from p. A set S is star shaped if there exists p G S such that S C V(p); if S is
star shaped, we let ker(S) be its kernel, i.e., the set. of points k E S such that S C 11(k). Finally, a
diagonal of a nonconvex polygon Q is a. segment inside Q connecting two vertices of Q (and therefore

splitting Q into two polygons). A vertex of a polygon Q is nonco'anvex when the internal angle is
greater than r.

Given a nonconvex polygon Q without holes and a vertex s of it, we compute a. list { P,, ... , P.}
of star-shaped polygons composing a partition of Q and a list {k,..., k,,, } of kernel points for each
star-shaped polygon {P 1 , P,,,}. The computation of these quantities is discussed in the following
algorithm and is illustrated in Figure 3.



0 0

Figure 3: Computation of the vertex-induced partition and tree in 5 steps

Vertex-Induced Partition and Tree Algorithm

1: set /, = .s, and collect all vertices of Q visible from I (see Fig. 3(1))
2: let P 1 be the polygon determined by these vertices (by definition ki E ker(]:)) (see Fig. 3(2))
3: identify the edges of P that are diagonals of Q- call them gaps. For all gaps, (see Fig. 3(3))

place a new point, sa.y k2 , across the gap at a new vertex of Q such that k 2
sees the gap.

4: repeat last three steps for new point k2 , until all gaps have been crossed. (see Fig. 3(4))
5: define edges starting from s going to all kernel points and crossing all edges. (see Fig. 3(5))

\Ve refer to the list {P1,. . . , P,,,} computed in the algorithm as the vertex-induced partition. The
algorithm computes not only the partition and a list of kernel points, but also a collection of edges

connecting the kernel points. In other words, we also computed a directed graph, the Vertex-induced
tree, denoted by gQ(.s): the nodes of this directed graph are {l. ,,,.} and an edge exists between
almy two vertices ki, kj if and only if Pi n Pj is a diagonal of Q. Note that k i = s; we refer to this
node as the root of gQ(s). We now state some important properties of the vertex-induced tree.

Proposition 1. Given, a polygon Q without holes end/, a vertex s; the following state7nents hold:
1. the directed graph gQ (s) is a rooted tree;

2. the maxinorn tnumber of 'nodes in the vertex-induced tree 'is less than or eq'u.l to HiJ where n
is the n.'inber of vertices in Q.

It is clear from the construction of the vertex-induced tree that if we design a distributed algo-
rithin to place agents on each node of the tree, then we will have solved the art-gallery deployment
problem. In other words, the vertex-induced tree has been defined here in a centralized manner,
but visually-guided agents will be able to explore it and compute it in an incremental distributed
manner. This is the subject of the next subsections.

Local node-to-node navigation algorithms Note tha.t by virtue of the constructions in the

previous section, we have converted the original problem into a graph "navigation and deployment"
problem. We now informally describe a distributed algorithm to cover the nodes of a given tree by
means of local sensing and with limited communication and memory.

We begin with algorithms to plan paths between neighboring nodes of the vertex-induced tree.
In a rooted tree, every neighbor of a node is either a child or the parent. Therefore, we present two
simple informa.l descriptions.

Move-to-Child Algorithm

1: compute the mid-point of the gap between the node and the child
2: go to the mind-point
:i: compute the nearest vertex from which the entire gap is visible and which is across the gap
'1: go to that vertex

10



Move-to-Parent Algorithm

1: compute the shortest path between the node and the parent
2: go to the nonconvex vertex which is a part of the shortest path

3: fr'om the nonconvex vertex, go to the vertex representing the parent node

Figure 41 shows paths between parents and children as computed by the previous two algorithms.
It is easy to see tha.t navigation is very simple if sufficient information is available to the agents. We
address this aspect in the next subsection.

Figure d: Left fi-ure: a ,ertex-induced tree and partition in a prototypical floor-plan. Center and
right figure: the planned paths "from node to parent" and "from node to children," respectively.

Distributed information processing From the previous discussion we know that the following
information must be available to an agent to properly navigate from node to node. if the node is

executing the Move-to-Child Algorithm, then it needs to know what gap to visit, i.e., what child
to visit. If the node is executing the Move-to-Parent Algorithm, then it needs to know where the
parent node is located and what gap leads to it.

This geographic information is gathered and managed by the agents via the following state
transition laws and communication protocols. At this time we make full use of the computation,

communication and sensing abilities of visually-guided agents mentioned in the modeling discussion.

1. The memory content Mv4 of each agent is a quadruple of points in Q labeled {Ppaie,t, Plast, 91, 92}.
All four values are initialized to the initial location of the agent. These values are broadcast
together with the agent's UID during the SPEAK action.

During run time, M-I is updated to acquire and maintain the following meaning: pp,,,.,t is the parent
kernel point to the current agent's position, pl,st is the last node visited by the agent, and (91,g2)
is the diagonal shared between the current cell and the parent cell, i.e., the gap toward the parent
node. This is accomplished as follows:

2. After an agent moves from a kernel point l1 ,,..,,t to a. child kernel point k,:c,il. through a

gap described by two vertices v', /', its memory M is updated as follows: Ppa,o,,t : kparcnt,

Thast= k and (91, 92) := (',v

3. After an agent moves from a. kernel point kchihi( to the parent kernel point kp,.r,,t, its memory
.M is updated as follows: first, l := kcji,i and second, the agent acquires updated values of

{ par'itt, .1: g2} by listening to incoming messages.
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Global exploration and deployment algorithms At this time, we have all the elements nec-
essary to present a global navigation algorithm that leads the agents to deploy themselves over the
nodes of the vertex-induced tree.

Depth-First Navigation Algorithm
All agents are initially located at root s
During each PROCESS action, each agent executes:

1: Find maximum UID received during the LISTEN action
2: If this UID is less than its own UID
3: then stay at current kernel point
4: else
5: If there are no children of the present kernel point
6: then Move-to-Parent Algorithm towards Pp.r,,t via {91,92}

7: else
8: Order the children in a suitable way
9: If piast in memory is the parent of the present node,

then Move-to-Child Algorithm towards the first child in the ordering

10: If the last node visited is a child that is not the last in the ordering,
then Move-to-Child Algorithm towards next child in the ordering

11: If the last node visited is a child that is the last in the ordering,
then Move-to-Parent Algorithm towards ppar,cnt N'ia {.g, g2}

Note that the instruction 5: through 11: in Depth-First Navigation Algorithm essentially
amount to a depth-first graph search. Alternatively, it is fairly easy to design (1) breadth-first search
algorithms, or (2) randomized graph search algorithms, where the nodes select their motion among
equally likely children/parent decisions.

The following Figures 5 and 6 show the results of the simulations of the depth-first search and
randomized search algorithms respectively. The nodes of the vertex-induced tree of the environment
in the simulations are precisely the locations where the agents in Figure 5 are located at the end of

the simulation. In Figure 6, there are more agents than the number of nodes in the vertex-induced
tree. Hence, the extra agents keep exploring the graph without coming to rest.

T' jl EL TI T'*

Figure 5: From left to right, evolution of a network implementing depth-first search. The number
of vertices of the environment is n = 46 and the number of agents is N = 13 < Each point of

the environment is visible at the end of the simulation.

Run time analysis According to the Move-to-Child Algorithm and Move-to-Parent Algorithm,
the path from a node to its parent is shorter than the path from the parent to the node. Given a
polygon Q without holes and a vertex s, we define the following lengths: For each edge (kj, ki) of

g(.s), let d. ..d(kj, ki) and dl,,ck(ei) denote the path length from ki to the parent kj and from kj to
its child ki, respectively. The forward and backward lengths of gQ(s) are defined by

Lf 01 .(gjQ(s)) = 3 (if. 'd (e) Lh.,k(-CQ(8)) 11,c (e)
PE edges of gQ (s) eE cdges of /Q(s)
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Figure 6: From left to right, evolution of a network implementing randomized search. While the

polygon is the same as above and therefore the vertex-induced tree still has only 13 nodes, the
number of agents is 15; after each node of the tree is populated, the 2 extra agents continue to
explore the vertex-induced tree.

respectively. This discussion is now summarized in the following proposition.

Proposition 2 (Run Time Analysis). Given a polygon without holes Q, assume that N visually-

guided agents begin their motion from a vertex s of Q. Assume Q has n vertices and the vertex-
induced tree jQ(s) has m < [n/2j nodes. The following statements hold:

1. In finite time there will be at least one agent on rin{ TO., N} nodes of 9Q(s).

2. IJ'N > [n/2], then the art-gallery deployment problem is solved infinite time by the Depth-First
Navigation Algorithm.

3. If there exist bounds A1..x and Pmax such that A'e,A,l,nax and p'e,p,. for all i and 1, then

t*notion + Tiodes,

where 7 1,otio,, P,2 (Cfo,-,(CjQ (.s)) + £ba.k(gQ (s)) - mine edges of 9Q (s) dba.k(e)) and ee2
1)(A ..... + f....)

3 DYNAMIC MULTI-VEHICLE ROUTING

Motion coordination strategies for groups of autonomous robots is an area of research with broad
civilian alnd military applications. In this project we were concerned with the generation of efficient
cooperative strategies for several mobile agents to rnove through a certain number of given target

points, possibly a,voiding obstacles or threats. Trajectory efficiency in these cases is understood in
terms ol: cost for the agents: in other words, efficient trajectories minimize the total path length,

the time needed to complete the task, or the fuel/energy expenditure. In the classical setup, targets
locations are known and an assignment strategy is sought that maximizes the global success rate.

During the course of the program, we have considered a class of cooperative motion coordination
problems, to which we can refer to as dynamic vehicle routing, in which service requests are not
known a. priori, but are dynamically generated over time by a stochastic process in a geographic
region of interest. Specifically, we focus our interest on the Dynamic Tr'-aveling Repairperson Problem
(DTR.P). The 7--vehicle DTRP was first studied in [6). The prototypical problem setup is as follows.

Let the environment ) be a convex, compact set. Consider im. identical vehicles which move with

bounded speed. Information on outstanding targets at time t is summarized as a finite set of target

positions D(t) C Q. Targets are generated, and inserted into D, according to a, time-invariant
spatio-tenporal Poisson process, with time intensity A and some known spatial density. Servicing
of a. target and its removal from the set D is achieved when one of the vehicles moves to the target

location. The objective of the m-DTRP is to minimize the steady-state system time, i.e., the average
time that a target has to wait from when it is generated to when it is serviced. Centralized policies

were proposed in [6] for the light load (A -4 0+) and the heavy load case (A -- -oo) which are
within a. constant factor of the optimal.
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3.1 Dynamic Traveling Repairperson Problem: Decentralized Policies

In [4l] we proposed decentralized algorithms for these vehicle routing problems. We first designed
an optimal policy for the single vehicle, which we call the SINGLE-VEHICLE RECEDING HORIZON
MEDIAN/TSP (sR.H) POLICY. The policy can be described as follows.

While D is empty, move towards the median of Q, if not already at it. Let ETSP(D) be the

length of the shortest tour as given by the Euclidean Traveling Salesperson Problem (ETSP) over
D. While D is not empty, do the following: (i) for a given rl E (0, 1], find a path that maximizes
the number of targets reached within -r = max{diarn(Q), ETSP(D)} time units; (ii) service from the

current location this optimal fragment. Repeat.
This policy was shown to be asymptotically optimal in the light load case and within a con-

stant factor of the optimal for the heavy load case. The sRH policy was combined with distributed
algorithms for locational optimization to give the MULTIPLE-VEHICLE RECEDING HORIZON ME-

DIAN/TSP (ivI]R1) PoLIcY. The policy works as follows.
For all i E {1, ... , i.}, the i-th vehicle computes its Voronoi cell Vi and executes the sRH policy

in Vi with the single following modification. While the vehicle is servicing targets in an optimal
fragment of D n Vi, it will short cut all targets already serviced by other vehicles.

This policy was shown to be locally asymptotically optimal in the light load case, and simulation
results suggest that the mR,H policy achieves the same performance of the best known centralized

pol icy.
In [31 we proposed control strategies that, while making minimal or no assumptions on corn-

munications between vehicles, provide the same level of steady-state performance achieved by the
decentralized strategies described above. In other words, we demonstrated that inter-agent commu-
nicalion does not, improve the efficiency of such systems, but merely affects the rate o[ convergence
to the steady state. Furthermore, the proposed strategies do not rely on the knowledge of the details
of the underlying stochastic process. NVe also showed tlhat our proposed strategies provide an effi-
cient. pure Nash equilibrium in a game theoretic formulation of the problem, in which each agent's
objective is to maximize the number of targets it visits.

3.2 The Dubins Traveling Salesperson Problem (DTSP)

Inspired by many applications of the emergent Unmanned Air Vehicle (UAV) technology, we have
investigated a novel class of cornbinatorial motion planning problems for certain classes of vehicles.
One such model is the Dubins model which is a widely accepted kinematic model for fixed-wing
aircrafts. A Dubins vehicle is a. nonholonomic vehicle that is constrained to move along paths of
bounded curvature without reversing direction. We have developed some novel tools and algorithms
for optima.l motion planning problems for the Dubins vehicle required to visit collections of points in
the plane, where the vehicle is said to visit a region in the plane if the vehicle goes to that region and
passes through it. The objective is to find the shortest path for such vehicle through a given set of
target points; we refer to the corresponding problem as the Dubins Traveling Salesperson Problem
(DTSP).

The literature on the Dlubins vehicle and the TSP is very rich and includes contributions from
researchers in multiple disciplines. However, unlike other variations of the TSP, the Dubins TSP
cannot be formulated as a problem on a, finite-dimensional graph, thus preventing the use of well-
established tools in combinatorial optimization.

The DTSP was introduced in our early work [135], where a constant-factor approximation algo-
rithm for the worst-case setting of the DTSP was proposed. In [.131], we introduced the stochastic
DTSP and gave the first algorithm yielding, with high probability, a. solution with a cost upper
bounded by a strictly sub-linear function of the number n of target points. Specifically, it was

shown that the lower bound on the stochastic DTSP was of order . 2/ 3 and that our algorithm per-
formed asymptotically within a. (logn) l / factor to this lower bound with high probability. In [136]
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we designed the first algorithm that asymptotically achieves a constant factor apl)roxination to the
stochastic DTSP with high probability. These results were suinmarized in [137] and [130].

3.2. 1 From the Euclidean to the Dubins TSP

Let p > 0 be the minimum turning radius for the Dubins vehicle and let DTSP,(P) denote the cost
of the Dubins TSP over a point set P, i.e., the length of the shortest closed Dubins path through
all points in P with minimum turning radius p.

One key objective that we addressed was the design of algorithns that provide a provably good
approximation to the optimal solution of the Dubins TSP. To establish what a "good approximation"
might be, we sunmarize what is known about the ETSP. The ETSP is of upper aiid lower order
V- as the nmumber of targets v. grows, both in the worst case and the stochastic case. Motivated
by time Euclidean case, we showed that the DTSP grows with v, in the worst case and with n2/a

in the stochastic case (as both lower and upper bounds). Most importantly, we proposed novel
algorithms for the DTSP in the worst-case and stochastic settings, whose performances are within
a constant factor of the optimal solution in the asymptotic limit as n - +oo. Finally, we showed
the implications of these results in the DTRP for the Dubins vehicle.

3.2.2 The DTSP in the worst case

DTSP lower bound : We first gave a lower bound omi DTSPP(P) in the worst case. For all p > 0
anid nm > 2, we construct in [135] point sets P of o, "arbitrarily close" points such that the DTSP in
the worst case grows a.t least linearly in n.

The Alternating Algorithm : Next, we proposed the ALTERNATING ALGORITHM [135] for the
DTSP. 'Fhe underlying principles of the algorithm are the following two observations. First a. solution
for the DTSP consists of determining the order in which the Dubins vehicle visits the given set of
points, and assigning headings for the Dubins vehicle at the points. Second, an approximation for
the optimal ordering can be computed by computing an optimal ETSP tour of P. To determine the
headings. we use the following alternating heuristics:
1: (o,,.... a,,) := optimal ETSP ordering of P
2: ' ! := orientation of segment from al to 0,2
3: FO R , G {2... '.- }, Do

IF i is even, THEN V)i := Oi-1, ELSE Oi := orientation of segment from ai to ai+l

4: ir ni. is even, THEN "'. := 'A,,--, ELSE 'd),, orientation of segment from a,, to al
5: return the sequence of configurations {(aj,m')}{t ....... I.

WVe illustrate a saimple output of this algorithm in the following figures: the left figure is an ETSP
solution, the right figure is a Dubins solution generated by the ALTEINATING AixLOI ITIIM.

Analysis of the Alternating Algorithm and DTSP upper bound First, the length of the
DTSP in the worst case is upper bounded by the length of ALTER.NATING ALGOR.rTiiM tour and
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heuce DTSP_N(P) < ETSP(P) + & [-] 7rp, where a - 2.6575. This statement and the lower bound
togct;hcl imply that the DTSP in the worst case grows linearly in n. Additionally, we showed that, in

the worst case, the ALTi-.NATING ALGORITHM performance is within a 2 factor from the optimum

as v. - +00 antd within a. 1 + ) factor from the optimnium if the minimal inter-target distance is

greater than '11p; for some 7? > 0.

3.2.3 The Stochastic DTSP

Next, we considered a stochastic rather than adversarial placement of the target points. Analo-
gously to the previous discussion, we present a combined design and analysis results (under this
nv stochasticity assumption). We studied this problem for a rectangular Q without any loss of
genlerality.

Lower bound In [39], we provided the following lower bound for the stochastic DTSP. For all
p > 0, the expected cost of the DTSP for a set P of 'n. unirformly-randomly-generated points in a
rectangle of width E[ and height H satisfies lira E[DTSPP(P)] > /-3ITVH. This hound implies

c~~ ~ ~ ofwdhH.adhih stsis]i u-o 2/3 -

that the stochastic DTSP grows at least with -7,2/3

A. basic geometric construction The key tool in our algorithm design is the following geo-
nct ric object. Consider two points p- and p+ on the plane, Nvith e = IIP+ - P-112e,zlp, and let
B,(e) denote the blue region detailed in the figure; we refer to such a region as a bead of length 1.
The region Bp(f) enjoys the following properties:

1. its maximun height arnd its area can be eas-
ily computed and are of order E

2 and e
3 as

e , 0+ .'' '

2. for aNy p E B'p(e), there is a Dubins path A A

throughl the points {p_,p,p.+_}, entirely con-
tIined within S,(i), whose length is at most -- ' 13 --t)

of order e,

3. the plane can be periodically tiled by identi-
cal copies of S'(e), for C E ]0, ZIp].

The Recursive Bead-Tiling Algorithm The
al-orit.hm [136] consists of a. sequence of phases: ThIe bead S,j,(). The figure shows how to define the upper

duriug each phase, a Dubins tour (i.e., a closed lialf of tlic boundary, the bottom hall is symmetric.

pa.th with bounded curvature) is constructed that "sweeps" the rectangle Q. We begin by considering
a tilinm of the plane aligned with the recta.ngle and such tha.t the area of the bead STp(e)) is l,I/H/(2n).
In the first phase of the algorithm, a Dubins tour is computed with the following properties:

1. it visits all non-empty beads once,

2. it visits all rows in sequence top-to-down, alternating between left-to-right and right-to-left
passes, and visiting all non-empty beads in a row,

3. when visiting a non-empty bead, it services at least one target in it.

In order to visit the targets outstanding after the first phase, a second phase is initiated. Instead of
considering single beads, we now consider "reta-beads" composed of two beads each and proceed
ill a way similar to the first phase, i.e., a. Dubins tour is constructed with the following properties:
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1. it. visits all non-empty meta-beads once,

2. it visits all (nmeta-bead) rows in sequence tlop-to-down, alternating between left-to-right and
right-to-left passes, and visiting all non-empty ineta-)eads in a, row,

:3. when visiting a non-empty meta-bead, it services at least one target in it.

The first, second and third phase are shown in the following figure.

This process is iterated [log 2  1] times, and at each phase, meta-beads composed of two neighboring
ineta.-beads from the previous phase are considered; in other words, the meta-beads at the ith phase
are composed of' 2 - 1 neighboring beads. After the last recursive phase, the leftover targets are
visited using the ALTER{NATING ALGORITHM in what we call the final phase.

Analysis of the algorithm We first proved a key result which states that the mber of out-
standing taxgets aftcr the execution of the [log 2 .] recursive phases of the RECURSIVE IBEAi)-TILING

ALc;Oi.Iiim is less than 24 log 2 ,a. with probability one. If LRBTA,P(P) denotes t,he length of the
Dnbins path comiputed by the RECURSIVE ]31"AID-1ILING ALGORITHM for a uniformly randomly
generated set P of n points in a rectangle of' width ll/ and height H, then with probability one

lil- ,1.,P) e 24 p [ (1 + !,). This statement and the lower bound together imply

that the stochastic DTSP grows with 772/ 3 . Additionally, in the stochastic setting the RIECURSIVE

BA-ILING Ai.cormiiNi performis within a. (32/\/3)(1 + atrfo teotmma

n -- -Po. The computational complexity of the RECURSI\', BEAi)-TILING ALGORY.ITiM is of order
vn and, therefore, the algorithm is easily iniplenmentable; in fact, we can compute Dubins tours for
thousands of targets in less than a minute.

3.3 The DTRP for Dubiris vehicles under heavy load

IHere we describe program accomplishments on the Dynamic Traveling Repairperson Problem (DTRP)
for the Dubins vehicle. In this section, we consider the case of heavy load, i.e., the problei as the
time intensity A - +oo.

DTRP lower bound .Ve begin with the following lower bound result [39]. For any p > 0, the
syste0111 tie i nc 'p for the DTRP in a rectangle of width K/V and height I satisfies li TO.+ T -P >

1pl,V]-. This restilt implies that the system time for the DUbins vehicle depends quadratically on
the tinie intensity A, whereas in the Euclidean case it depends only linearly on it, e.g., see [6].

The Bead Tili,g Algorithm The strategy consists of the following steps:

i: Tile the plane with beads of length e:= mnin{CB'FA/A,'lp}, CBTA = (I + W

2: Traverse all non-empty beads once, visiting one target per bead; Repeat.
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We prove that, for any p > 0 and A > 0, the BEAD-TILING ALGORITHM is a stable policy for

the DTRP and the resulting system time 1 A satisfies limA-+w 11- 70.5464 pl,11(1 + Z P

0 23 W /

Flence, the DTR,P for Dubins vehicle grows with A2 . Additionally, the BEAD-TILIN ALGORITHM

performs within a. constant factor from the optimum as A -- +oo. While this result confirms that the
our algorithm is successful to solve DTRP with stochastically generated targets, here is a. negative

result: there exists no stable policy for the DTRP when the targets are generated in an adversarial
worst-case fashion with A (>rp)-1

Direct applications to the multi-vehicle DTRP We deal with the multiple-vehicle case in

[41] where we suggest the following strategy in the case in which in Dubins vehicles are available.
Divide the region into -n strips of width W' = M/ and height H' = H/m, and assign one vehicle
to each strip. If each vehicle executes the BEAD-TILING ALGORITHM within its own strip, the

system time can be computed as limA+m I- P,70.51164 P1V (1 -I- 3  . It is interesting to note

that the system time decreases with the cube of the number of vehicles. This provides a very strong
mIotivation fur the use of large-scale groups of mobile vehicles, especially when differeLial constraints
such as bounded curvature play an important role.

3.4 The TSP and DTRP for other veicle models

The novel tools developed for Dubins vehicle have been extended to solve similar problems for other
vehicle models. Our work in [134] completed the generalization of the known combinatorial results on
the ETSP and IDTRJP (applicable to systems with single integrator dynamics) to double integrators
and Dubins vehicle models. It is interesting to compare our results with the setting -,vhere the
vehicle is modeled by a. single integrator; this setting corresponds to the so-called Eucldean case in
combinatorial optimization. In the following table the single integrator results in the first column
are taken from [148, 61; the other results are novel and taken from our work.

Single Double Dubins
integrator integrator vehicleMin. time for (.0- 1 ('I)l

TSP tour O(7 -2) (d 2,3)
(worst-case)

Exp. in. time a(Q- ) 7(n 8 ..- ) O('n1 - - )

for TSP tour Nvh.p. . w.h.p.
(stochastic) (d = 2, 3) (d = 2, 3)
System time O(A(-') E(A2(d-l)) 8(A2 ( - 1))

for DTRP (d = 2) (d = 2, 3) (d = 2, 3)
(heavy load)

Finally, TSP and DTRP problems for Rceds Shcpp cars and differential drive robots were con-

sidered in [40].

3.5 Scheduling Multiple Vehicles Dynamically and Bandit Problems

Dynamic multi-vehicle scheduling has also been considered using a related approich, where the

goal is to dynamnically schedule M vehicles to visit N targets and collect "rewards"'. NVe build
on the techniques developed for the multi-armed bandit problem (MABP) and its extension, the
restless bandits problem (RBP), to construct scalable policies and efficiently compUl)Oa.le performance

bounds. Two extensions of these models were considered, which are particularly relevant to the type
of missions executed by autonomous vehicles: environment with imperfect information, and the
addition of switching costs for traveling between targets.
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Assume that the N targets are two-state Markov Chains evolving independently according to
known and distinct transition probability matrices. W7hen an agent explores site i, it can observe its
state without measurernent error, and obtain a reward R' if the site is in the first stale. Here, there
is no cost for moving the agents between the sites. We want to determine how we should allocate
the agents at each tirne period. It is shown in [65] that the greedy policy which consists in observing
the Hll sites withi maximum expected immediate reward is not optimal. In other words, there is a
value for the infornation gained when observing sites which night not be in the first state. We
formulated the problen as a. particular case of the restless bandits problem, although with partial
inForniation, and proposed an alternative index policy following the ideas of Whittle [1.75]. We gave
a. closed form expression for the indices of this l)roblem, which moreover can be conputCd separately
for each target. The resulting policy chooses to visit the M sites with greatest indices and can
therefore scale extremely well with the size of the problem. Finally, we can eflicienly compute a
p)erforna.ce bound for problems with up to N = 3000 sites and 114 = N/20 vehicles.

The addition of a path planning component, via, the introduction of switching costs representing
travel distances between the sites, complicates the problem significantly. Indeed, witlh this modifica-
tion the nice separable structure of the MAIP is lost and one cannot design index policies based on
individual sites independently. In [63, 64, 67], we propose a linear programming relxation for this
problem (with perfect information, but more complicatedcl dynarnics than in the partial information
case'above), which can be computed in polynomial tile and provides:

o an upper bound on the achievable perforinance

o an approximation of the reward-to-go which can be used in approximate dynirnic program-

The coMpitation of the one-step lookahead policy using the approximate reward-to-go consists sim-
ply in solving at each period a linea.r assignment problen. The relaxation needs to be computed only
once oflline. This can be clone for 30 sites in about 20 minutes on a. sta.ndard desktop. independently
of the number of vehicles. Experimental results showed a gal) of typically less than 15% between
the performance bocnd and the proposed policy.

3.6 Risk-Sensitive Multi-Agent Systems

In recent work the impact of the number of agents on the performance of a system that is risk-sensitive
has been considered. In particular, in [68] a tracking problem is considered with a randornly moving
evoder and r), pursuers, which can obtain noisy measurements of their respective separaition from the
evader. The probleml formulation is in the linear exponential quadratic Gaussian (LEQG) framework;
i.e.. using a. risk-sensitive perlormaice measi.ire. WVe clemonstra.ted through simulation and analysis
that the threshold risk )a.rameter above which the performance per agent becomes infinite increases
vith the number of agents. or in other words, that a minimum number of agents is necessary for

the risk sensitive LEQG tracking problem to have a. solution. We believe that additional work on
the asymptotics and moderate n. regime would lead to a. better understanding of the impact of the
number of agents on the performance of multi vehicle autonomous systems.

4 CONTROL WITH NETWORK GRAPH CONSTRAINTS

The prograim has had major research accomplishments on the theory of optimal decentralized control,
where information passing between agents is specified by a graph structure. Much of conventional
controls analysis assumes in contrast that the controllers to be designed all have accoss to the same
measurements. However, with the advent of complex systems, decentralized contni has become
cent ral, beca-iise, there are nmltiple controllers each with access t,o different; informa tion. Examples of
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such systems inliclde autonomous automobiles on the freeway, the power distribution grid, spacecraft

moving in forina.tion, paper machining, in additional to aerial-vehicle networks.

4.1. Multiplayer Gaines

One of the pervasive goals of this MURI program has deep exploration of the strong links between
traditionally diverse areas such as robustness analysis, protocol design and verification, and cooper-
ative control. Even though these fields have been developed independently by different communities,
there are nough conceptual similarities between them to make possible a. useftul synthesis of the
techniques. In all these cases, the main conceptual objective is to guarantee that a clearly defined
set of 'bad behaviors" is avoided. For example, in the case of robustness analysis of linear systems,
that set can correspond to a particular combination of uncertain parameters producing an unstable
closed-loop behavior, where the signal values diverge to infinity. In protocol verification the bad
behavior can be associated, for instance, to a deadlock condition. [n motion coordinat ion, this could
correspond to a multi-robot collision.

W,Ve have been, and continue to be, particula.rly interested in adversarial situations, where there
are scveral decision makers with possibly conflicting objectives. These situations can be profitably
analyzed within the framework of game theory. The objective here is to characterize the optimal
strategies of the decision makers. Game theory subsumes many aspects of optimization, since that
situation corresponds to the case of a single decision maker. Ve are mainly interested in classes of
games where the decision makers ha-ve an infinite number of pure strategies to choose From (they can
also rantomize over this choice). Typical examples of these sittiations are pursuit-evasion games,
and resource allocation in networking. In many: games, optimality of the strategies may be too
diflficit a goal to achieve: and instead we may want to settle for solutions that are "good enough."

(,eiterally, the effective certification of this kind of properties (optimality, safet.y, robustness, etc)
is very\ problem dependent. In the cases where the underlying constraints and dynamics of the
system are described using polynomials, this opens up the door to using algebraic methods for the
efficient verilication and certification. The exciting part is that the search for short, poof certificates
can be calied out in MI OIoritlnic toay. This is achieved by coipling efficient optimization methods
and powc'rft.l theorems in semialgebraic geometry. For practical. reasons, we are only be interested
ill the cases where we can find short proofs, i.e., those that can be verified in polynomial time. A
priori, there are no git.arantees that a given problem has a short. proof. However, in oeneral we can
find short, ploofs that provide useful information: for instance, in the case of optinization problems,
this jrocedure provides lower bounds on the value of the optimal solution.

it the case of polynomials, the central piece of the puzzle is the key role playcd by sums of
sqllares decewpositio'ns. The principal numerical tool used in the search for certificates is semidefi-
7t.it Pt-ogro 'luin. a broad generalization of linear and convex qtiadratic optimization. Semidefinite

prograins, also known as Linear Matrix Inequalities (LNI) methods, are convex optimization prob-
leils, od 0 colrespond to t;he particular case of the convex set being the intersection of am affine

fa.,-ily of matrices and the positive semidefinite cone. It is well known that semidefinite programs
caln be efficiently solved both theoretically and in practice.

Bnilding upon the powerful methods from convex optimization (in particular, sun of squares
and somidefinite programming), we have provided novel, effective and efficient, solulions to a wide
variety of contiltuotls galnes. Starting with our initial work ott minimax equilibria for two-player

zero-sum games, we have also analyzed stochastic games, as well as Auma.nn's celebrated notion of
correlated equilibria for the case of nultiplayer gal-es.

4.1.1. Polynomial and semialgebraic games

As poirt oft his MUIRI. the following conference publications [107, 149, 144, 1021 have been completed.
Jol-irnl versions of severa.l of these have been submitted, or are currently under preparation. We
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discuss them in more detail below.

" Polynomial games [107]: A ubiquitous mathematical model of adversarial situations is given by
two-person zero-sum games. Usually, these are modeled through finite bimatrix games, where
each player has access to finitely many pure strategies. However, in many situations (e.g.,
pursuit-evasion games, power/rate allocation) it is often the case that there is a continuum
of possible strategies for each player. In this work, we initiated the study of zero-sum games
where the payoff function is a polynomial expression in the actions of the players. This class
of games ("'polynomial games") was originally introduced by Dresher, Karlin, and Shapley in
1950, in their pioneering work in the RAND corporation. NVe have shown that the value of
these games, and the corresponding optimal strategies, can be obtained by solving a single
semidefinite programming problem. In addition, we have shown how the results extend, with
suitable modifications, to a general class of semialgebraic games.

* Separable gaines [149]: these are a structured subclass of continuous gaines, whose payoffs
take a sum-of-products form. This subclass includes all finite games and polynomial games.

Separable games provide a unified framework for analyzing and generating results about the
structural properties of low rank games. This work extends previous results on low-rank
finite games by allowing for multiple players and a broader class of payoff functions. We
have introduced methods for the computation of equilibria, and connected these results with
alternative characterizations of separability that show that separable games are the largest
class of continuous gaines to which low-rank arguments apply.

" Stochastic gamles [144]: Stochastic games simultaneously generalize "standard" multiplayer
gaines, and Nlarkov decision processes. In a stochastic game, the players' actions affect not
only their immediate payoff, but also the transition probabilities that define the next state of
the game. Thus, players should carefully balance their immediate rewards, versus the long-
term objective of remaining in a favorable situation. In this work, we consider finite state
two-player zero-sum stochastic games over an infinite time horizon with discounted rewards.
As in our earlier work.: the players have infinite strategy spaces and the payoffq are assumed

to be polynomials. In order to obtain tractable results, we have restricted our attention to
a special class of games for which the "single-controller" assumption holds. This assumption
implies that only one of the players directly affects the transition probabilities. Our- main
result in this paper is a characterization of the minimax equilibria, and optimal strategies via
SOS and seinidefinite programming.

" Correlated equilibria in inultiplayer games [102]: The classical equilibrium not,ion for multi-
player gaines is that of Nash equilibria.. More recently, Aumann's alternative definition of
correloled equilibritan. has received much attention as a. generalization of the Nsh solution,
which is both justifiable in theory and efficiently computable in practice. The idea of a cor-
related equilibrium is that each player receives a private recommendation of what strategy to
play, but these recommendations may be correlated. If all the players know the joint distribu-
tion of the recomnmendations, then they can each compute the joint conditiona.l distribution
of their opponents recommendations given their own recommendation. If caich player's rec-
omnencation is always a. best response to this conditional distribution, then the distribution

of recommendations is called a. correlated equilibrium (the Nash solution is recovered if ad-
clitionally the reconmnendations to each player are independent). In this work, we consider

the problems of characterizing and computing correlated equilibria in polynomi.l games with
infinite stra.tegy sets. Ve prove several characterizations of correlated equilibria in continuous

games which are more analytically tractable than the standard definition. Then we use these
to construct algorithins for approximating correlated equilibria of polynomial games with ar-
bitrary accuracy, including a sequence of seinidefinite progranming relaxation algorithms and
discretization algorithms.

21



4.2 Decentralized Control

The paper [125] addresses the problem of constructing optimal decentralized controllers. The prob-
lem is formulated as one of minimizing the closed-loop norm of a feedback system subject to con-
straints on the controller structure. The paper defines the important notion of quadratic invariance
of a. constraint set with respect to a system, and show that if the constraint set has this property,
then the constrained mininum-norm problem may be solved via, convex programming. It also shows
that quadratic invariance is necessary and sufficient for the constraint set to be preserved under
feedback. These results are developed in a, very general framework, and a.re shown to hold in both
continuous and discrete time, for both stable and unstable systems, and for any norm. This no-
tion unifies 1m1any previous results identifying specific tractable decentralized control problems, and
delineates the largest known class of convex problems in decentralized control.

A number of useful and practical examples of this theory have been produced. For example,
optimal stabilizing controllers may be efficiently computed in the case where distributed controllers
can conmunicate faster than their dynamics propagate. This resea.crh has provided a. test for sparsity
constraints to be quadratically invariant, and thus amenable to convex synthesis.

In a. standard controls framework, the decentralization of the system manifests itself as sparsity
or dela.y constraints on the controller to be designed. Therefore a canonical problem one would like
to solve in decentralized control is to minimize a. norm of the closed-loop inap subject to a subspace
constraint as follows

minimize Jjf(P, K)jl
subject to K stabilizes P

K E S

Here is any norm on R,-x - , chosen to encapsulate the control performance objectives, and
S is a. subspa.cc of admissible controllers which encapsulates the decentralized nature of the system.
The norm on may be either a deterministic measure of performance, such as the induced norm, or
a stochastic mieasure of performance, such as the H 2 norm. Many decentralized control problems
may be fornulated ill this form, and sorie examples are shown below. The subspace .5 is called the
ifnJo'roul.io,1 const"aint..

This problen is made substantially irore difficult in general by the constraint that K lie in the
subspce S. Without this constraint, the problem may be solved by a simple change of variables.For
specific norms: the problem may also be solved using a state-space approach. Note that the cost
function 11f(P, 1") 11 is in general a non-convex function of K.

For a. general linear time-invariant plant P and subspace S there is no known tractable algo-
rithm for computing the optimal K. It has been known since 1968 that even the simplest versions
of this problem can he extremely difficult. In fact, certain cases have been shown to be intractable.
However, there ae also several special cases oF this problem fur which efficieitt algorithills have
been found. The paper unifies these cases and identifies a simple condition, called quadratic in-
variwnce under which the above problein inay be recast as a convex optimization problem. The
notion of' quadratic invariance allows one to better understand this dichotomy bctween tractable
and intractable optinmal decentralized control l)roblems. It further delineates the largest known class
of decentrahized problems for which optimal controllers may be efficiently synthesized.

Quadratic invariance is a sirriple algebraic condition relating time plant and the constraint set.
The main results of [125] hold for continuous-time or discrete-time systems, for stable or i.nistable
plants, and for the miniinmization of any norin.

It is also worth notincg that tha.t optirnal synthesis of a symmetric controller for a symrnetric
plant is also quadratically invariant and thus amenable to convex synthesis. This is important
because this probleiri, while formerly kvown to be solvable, clefiel other efforts to classify tractable
problems.

The paper [125] develops an explicit test for the quadratic invariance of sparsity constraints, and
thus shows that oltimal synthesis subject to such constraints which pass the test nay be cast as a
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convex optimization problem. A consequence of the test is that block diagonal constraints are never
quadaratically invariant unless the plant is block diagonal as well.

These results all hold for the minimization of an arbitrary norm. If the norm of interest is
the H-2-1orm, theii the constrained convex optimization problem nay be further reduced to an
unconstrained convex optinization problem, and then readily solved.

Quadratic invariance. The characterization of constraint sets S that lead to tractable solutions
for the decentralized control problem is as follows.

Definition 3. Sappose G E C(U, Y), and S C C(Y, Ui). The set S is called quadratically invariant
vn,de'r G if

KGK e S for all K E S

Roughly speaking, if the set S is quadratically invariant, then optimal control synthesis subject
to the constraint, that K lie in S may be solved via, convex program.

Figure 7: Distr'ibtited Control Problem

Distribi.ited control with delays. One particular distributed control problem is shown in Fig-
ure 7. Suppose there are n) subsystems with transmission delay, 1_ 0, propagation delay p > 0 and
coinpitational delay c G> 0. If

c
C D pD, -,1)

then the correspontdi ng set S is quadratically invariant under the corresponding G. 1 lence finding the
mininiu ii-norni controller may be reduced to a convex optimizatioi problem when the controllers
can transmit information faster than the dyna.mics propagate; tha.t is, when , < p. One also sees
that the presence of computational delay ca.uses this condition to be surprisingly relaxed. This result
has been generalized considerably [11S].

4.3 Distributed Control of Heterogenous Systems

In [3s we developed an alternative approach to topology constrained control syitiesis, over grid

lattices, using a generalization of the multidimensional Roesser lnodlel. With the asstimption that
controllers have the same interconnection stucture as the nominal system we were able to show
thait a relaxation of the global otimization could be explicitly reduced to a. semidefinite program.
More Dstrccifially, we extended optimal control macinery to include heterogeneous Roesser systems,

and derive sufFicient conditions for analyzing performance with respect to the induced 2-norm, and

providcd sulIicicnt, Conditions for the existeicie ontrollcrs which stabilize the systcm and provide
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a guara.itced level of performance (this is the same global performance criterion introduced in the
preceding section). The techniques developed are based on extending and combining those developed
by the PIs and co-workers on nonstationary systems and homogeneous distributed systems.

In recent work [37] we consider arbitrary graphs, and show how the approach in [38], which is
restricted to grid topologies, can be extended to address general interconnection topologies. The
new framework is able to capture arbitrary graphs and provides a unifying view and approach to all
previous work on using Roesser-type models for distributed control.

4.4 Decentralized Control of Markov Processes

Decentralized decision problems are optimization problems in which a collection oF decisions are
made in response to a set of observations with the goal of minimizing some cost. The complicating
factor is that each decision is made based only on knowledge of a subset of the observations. That
is, the complete set of observations can be thought of as the state of the environment. Each decision
is made on the basis of an incomplete observation of the state, although the cost iiicurred depends
on the entire state and set of decisions. Such problems are common in areas such as engineering and
econonics. Much of the early work on decentralized decision problems was motivated by economic
problems. IIn certain engineering problems, such as the'design of distributed detection schemes
and distributed data transmission protocols, the key difficulty lies in the design of good rules for
intern ming decision makers to follow.

The paper [26] considers fairly general discrete versions of this problem, where the sets of possible
observations and decisions are finite. The first problem considered is a static decision 1)roblem, where
a single set, of decisions is made in response to a single set of observations. Given tIhe probabilities
of all sets of observations, the goal is to choose decentralized decision rules which minimize the
expected cost. This problem is known to be MIP-hard, even for the case of two decision makers.
Therefore, oir goal is to rletermine effective methods of' computing good soboptinum solutions to
this problenml. The paper shows that this problem can be equivalently formulated as a minimization
of a polyiioinial subject to linear constraints. Relaxations of this polynomial optimization problem
caln the be eflicient,ly solved. From these relaxations, one obtains lower bounds on the minimum
achievable value for the original problem, as well as suboptimal decision rules. 'hie combination
of lower bounds together with suboptimal solutions is powerful, since this gives us a way to put a
bound on how suboptimal the best known decision rules are.

The paper also extends that analysis to a dynamic version of the decentralized decision problem.
In this problem, a sequence of observations and decisions are made, and the sequence of observations
evolves accordi rg to a. Markov chain determined by the decisions. ihe goal in such problem is to
choose decentralized decision rules to minimize the aNerage steady-state cost earned by the system.
The complexity results for the static problern are extended to show that this problern is AIP-hard
as well. As for the static problem, one can formulate this problem as a, polynonmial optimization
problei and solve relaxations to obtain lower bounds on the minnmum cost for the original problem
as well ;is suboptitoal decision rules.

The problem of dece'l'Un.ized detction. is an example of a. decentralized stochast ic decision prob-
lem. [1 a detectioni problem, there are several hypotheses on the underlying state of our environment,
and one would like use measurements of our environment to decide which hypothesis is true.

Clissical detection methods assume all measulements are available to a single detector, which
estilmates the true hy pothesis based on all measurements. Such a. detection scheme is called central-
ized. Optimal decision rules in centralized schemes are given by the well-known \I,\P (maximum
a-posteriori probability) detector. In a decentralized detection scheme, each sensor is responsible for
making ai decision based only on its own measurement. The goa.l is to choose decision rules for all
sensors which arc optimal with respect to some system-wide cost. function.

For example, suppose one has a collection of sensors each monitoring various elemients of some
inclustria.h process. One would like the sensors to sound an alarin when some part, of the process is
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Figure 8: The correct hypothesis 1- E {h, . , hA} is to be detected. In this figure, N independent
detectors produce decisions it.i based on their measurements yi.

malunct;ioiiing. in this case one may wish to maximize the probability tha.t the alarm sounds when
there is a malfunction and does not sound when there is no malfunction. One option is to transmit all
sensor mireasuremCnts to a central location, where a decision to sound the alarmn is nmade on the basis
of all measurements. An alternative is to equip each sensor with its own decision rulc and the ability
to sound the alarm. \Vhen the loss of performance associated with employing the second alternative
is small, such a. scheme is preferable due to the reduced implementation complexity associated with
the limiination of: the communication requirements.

One might initially assume that good decentra.lized decision rules can be obtaiincd by allowing

each sensor to use a MAP detection rule. While this is true in some special cases, it is not true
in general. Unlike the centralized case, the general problem of computing optinal decentralized
detection rules is AVP-hard. Also, decentralized decision rules can appear consideral y more complex
than tHeir centralized counterparts. For example, optima.l deceritralized decision rules typically
involve hedging among the sensors, a. strategic clement which is not present when simply using
MAP rules a.t each detector.

Due to the complexity of this problem, most existing methods for computing decentralized detec-
tion rules produce locally optimal equilibrium policies. Such policies are said to be person-by-person
opl.i'lud: for a set of such decision rules, no improvement can be obtained by adjusting the deci-
sion rule for any given sensor while leaving the others fixed. In general, a single problem instance
nay have many ecuilibrium policies. The globally optimal policy is clea.rly ain equilibrium policy.
Howevcr. fbr any piven equilibrium policy, one has no way of knowing how this policy relates to the
globally optimal policy. In pa.rticular, one has no way of knowing how nuch improvement could be
obtained by using the globally optimal policy.

The paper [261 shows that a.n equilibrium policy can perform arbitrarily poorly compared to the
optimal policy. 'T]he methods developed in that paper are relaxations. In addition to generating an
euilibrilluim policy, they return a. lower bound on the minimum achievable cost by any decentralized
policy. \When the bound is exact, one has a proof tha.t our computed policy is globally optimal. Even
when the bound is not exact, one has a. measure of the suboptirrality of the comptited policy. In
[71] we sudy a. special decentralized detection problem which surprisingly yields a thresh-hold-type

policy.
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5 VERIFICATION AND VALIDATION FOR
COMPLEX SYSTEMS

To reallize the control-level dgorithms and st rategies of the preceding sections in reial multi-vehicle
systens, they need to be parlayed, through engineering, into detailed hardware and software imple-
inentations. The accomplishments described in the current section - models, tools ond techniques
- are aimed at verif:ying and validating such complex engineered implementations. One of the key
goals of this project was to identify and develop such techniques so as to formally verify networked
systems for correctness, as a means to reliable design. (The results also apply to verification and
waliclation of implementations related to work developed in Section 6.)

5.1. Input-Output Automata Modeling Frameworks and Metlhodology

One of the major approaches for verification and validation that was developed in the project was
that of' input-output automata. (IOA). The sta.rting point for work on input-output automata was
the foundationa.l work on a modeling framework for hybrid (continuous/discrete) systems, which we

call the 1lybrid I/O Automata (-TIOA) framework [841. This founda.tional work was continued with a
monograph collecting and summarizing prior work on Timed I/O Automata, and with several papers
on Probalilistic I/O Automata and on combined Probabilistic/Timed I/O Automata. Together, this
work provides a foundation for modeling and analyzing a wide range of systems, including wired
anid Nvineless conimunica tion networks, and controlled vehicles and roLots.

5.1.1 Vfathematical foundations

Hlybrid and tirned IOA models In [Sill the Hybrid Input/Output Automaton (I[OA) model-
ing fra incwork is presented providing a. basic mnatheinatical fra.mework to support description and
aiia.lvsis of hybrid systems. An important feature of this model is its support for decomposing hybrid
system descriptions. In pa.rticular, the framework includes a notion of external belhvior for a hybrid
1/O automa.ton, which captures its discrete and continuous interactions with its environment. The
framvork also defines what it mealns for one H1OA to implement another, based on an inclusion
relit ionshiIp between their external behavior sets, and defines a notion of simulation, %vliich provides
a suflicielt condition for clenionstrating implementation relationships. The frainework also includes
a coniposition opera.tion for HITOAs, which respects external behavior, and a notion ol receptiveness,
vhicli implies that an HI[OA does not block the passage of time. The frome7vork is intended to
sup)ipovt anaulysis 'methods fro-in both computer science and control theory.

In the monograph [58] the Timed Input/Output Automaton (TIOA) modeling framework is
tleveloped: a. basic rnathema.tica.1 framework to support description and analysis of timcd (computing)

systems. Timed systems are systems in which desirable correctness or performance properties of
the systein depend on the timing of events, not just on the order of their occuirence. Timed
systems w-e employed in a wide range of domains including communications, emibedded systems,
rea.l-tiime operating systems, anI automated control. Many applications involving timed systems
have strong safety, reliability and pretlictability requirements, which makes it important to have
nIethods for systena.tic design of systems anI rigorous analysis of timing-lependent behavior. An
important fealture of the TiOA framework is its support for decomposing timed syst em descriptions.
In pa'ticular, the framework includes a notion of external behavior for a timed [/0 autonmaton,
which caItures its discrete inter.actions with it;s environment.

Prol)abilistic IOA models Probabilistic automata. (PAs) constitute a gene"ni frxamework for
modeling aind analyzing tdiscrete event systems that exhibit both nondeterministic antd probabilis-
tic bechavior, such as distributed algorithms anti network protocols; an example ar the dynamic
resource allocation algorithiis discussed above. The behavior of PAs is commonly defined using
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schedulers (also called adversaries or strategies), which resolve all niondeterininistic choices based on
past history. From the resulting purely probabilistic structures, trace distributions can be extracted,
whose intent is to capture the observable behavior of a PA. However, when PAs are composed via an
(asynchronous) parallel composition operator, a, global scheduler nay establish stxong correla.tions
between tie beha.vior of systern components and, for example, resolve nondeterniinistic choices in
one PA based on the outcome of probabilistic choices in the other. It was well known that;, as a
result of' this, the (linear-time) trace distribution precongruence is not compositional for PAs, and
tha.t (bra nchingtjime) probabilistic simulation preorder is compositional for PAs. In [86] we establish
that the simulation preorder is in fa.ct the coarsest refinement of the trace distribution preorder
that is compositional. In [85] we establish that on the domain of probabilistic automata, the trace
distribution preorder coincides with the simulation preorder.

W'e ha,ve also studied switched probabilist,ic input/output automata (or switched PIOA), aug-
nienting the original PIOA framework with an explicit control exchange iechanisil [21]. Using this
meclhi.inism, we imodel a. network of processes passing a single token among them, so t hat the location
of this token determines which process is scheduled to make the next move. This token structure
therefore implements a distributed scheduling scheme: scheduling decisions are always made by the
(unique) active component. Distributed scheduling 8Alows us to draw a clear line between local and
global noidetermninistic choices. \Ve then require that local nondeterininistic choices are resolved
using strictly local information. This eliminates unrealistic schedules that arise under the more com-
mon centralized scheduling scheme. As a result, we are able to prove that our trace-style semantics
is conipositional. WVe also propose switch extensions of an arbitrary PIOA and use these extensions
to dene a new trace-based semantics for PIOAs [20].

We introduce the notion of approximate implementations for Probabilistic I/C Y\utomata (PIOA)
in [96], and develop methods for proving such relationships. Ve employ a task structure on the
locally controlled actions and a task scheduler to resolve nondeterminismi. The interaction between
a scheduler and an autornaton gives rise to a trace distributional probabilitly distribution over the
set, of traces. WAe defiiie a. PICA to be a (discounted) approxirmat;e implementation of another PIOA
if the set of trace distributions produced by the first is close to tha.t of the latter, \\-here closeness is
measured by the (resp. discounted) uniforn metric over trace distributions. \Ve propose simulation
Functions for proving approximate implementations corresponding to each of the above types of
approximlate implementation relations. Since our notion of similarity of traces is based on a metric
on trace distributions, we do not require the state spaces nor the space of external actions of the
automala, to be metric spaces.

A Frobabilistic I/C Automaton (PIOA) is a countable-state automaton model that allows non-

Cleterlifinistic and probabilistic choices in state transitions. A task-PIOA adds a. iask structure on
the localliv controlled ;tctions of a. PIOA as a rieans for restricting the nondetlerminismn in the model.
Te task-PIOA [.ramewoik defines exact implementation relations based on inclusion of sets of' trace
disriblutiols. In [95] we develop the theory of approximate implementations and equivalences for
task-P[OWs. \Ve propose a new kind of approximate simulation between task-PIOAs and prove that
it is sound with respect, to approximate implelrmntations. Our notion of similarity of traces is based
oii a iiletric on trace distributions and therefore, does not require the stat;e spaces nor the space of
exterma.l actions (output alphabet) of the underlying automata to be netric spaces. This work has
direct applica.tioll to approximate implementations to probabilistic safety verification.

Probabilistic and t imned IOA models Probabilistic Timed 1/C Automaton (PTIOA) frame-
work for I nodellin n ld alialYzi ig d iscretel Y col rn uticanting proba bilistic hybrid syst eits is developed
in [97]. State triinsit ion of a PTIHOA cam be nondeterministic or probabilistic. Probabilistic choices
can be based oni continuous distributions. Continuous evolution of'a PTIOA is purlely nondetertninis-
tic. PI'IOAs cin comnunicate through shared actions. By supporting external nonleterminisin, the
framework allows us to model imrbitrary interleaving of concurrently executing automata.. The frame-

work getieralizes several previously studied automata rnodels of its class. AVe developed trace-based
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semantics for PTIOAs which involves measure theoretic constructions on the space of executions of
the automata. We introduce a new notion of external behavior for PTIOAs and shom, that PTIOAs
have simple cornpositionality properties with respct this external behavior.

5.1.2 Computer-assisted tools and formal techniques

Our work on basic modeling frameworks has been supported by work on forna.l analysis methods
and computer-assisted tools. These include the prcliminary modcling language TOY\, and the newer,
more professional language TIOA (see www.vcromodo.comn). TIOA tools include the language and
fhont end, a simulator, and translators to the PVS theorem-prover, and the UPPAA I model-checker.
Some of this work was also supported by the A I?OSR under two STTR. contracts. \We also include in
this category some work involving the development of strategies for using PVS to analyze systems.

IDA tookit. The IOA Toolkit supports a range of validation methods, including simulation and
macdine-checked proofs. The manual [53] and reference guide defines the IOA language. Part I of the
thesis [15.1] presents a strategy for compiling distributed systems specified in OA ino Java programs
running on a group of networked workstations. IOA is a, forma.l language for describing distributed
systems as I/O automata. The translation works node-by-node, translating IO,\ programs into
Java classes that communicate using the Message Passing Interface (MPI). The resulting system
runs without any globa.l synchronization. \Ve proved that, subject to certain restrictions on the
program to be compiled, assumptions on the correctness of hand-coded datatype implementations,
aid hasic assumptions about the behavior of the network, the compilation method preserves safety
properties of the IOA program in the generated Java code. We model the generated lava code itself
as a threaded, low-level I/O automaton and use a. refinement mapping to show that the external
behavior of the system is preserved by the translation. The IOA compiler has bmen implemented
at MT as part of the IDA toolkit. The toolkit supports algorithm design, development, testing,
and formal verification using automated tools. The IOA language provides notations for defining
both primitive and composite i/O automata.. Part II of this thesis describes, both formally and with
exarnples, the constraints on these definitions, the composability requirements for the components
of a, composite automaton, and the transformation a. definition of a composite automaton into a
deHiAiotin of an equivalent priKitive automaton.

The capabilities and perlrmance of the IOA Toolkit are reported in [541j and it particular the
tools that provide support for implementing and rmning distributed systems (clecker,comnposer,
code generator). The Toolkit compiles distributed systems specified in IOA into .a.vaclasses, which
run on a network of workstations and comnutunicate using the Nfessage Passing futerface(IPI). In
order to test the toolkit. several distributed algorithms were implemented: ranging from simple
algorithms such as LCR. leader election in a. ring network to more complex algoril hmits such as the
GIS algorithm for computing the minimum spanting tree in an Hrbitrary graph.

A strategy for compiling distributed systems specified in IOA is summarized in [156], a formal
language for describing such systems as i/O automata., into Ja.va progralns running on a group
of networked workstations. The translation morks node-by-node, translating 10,\ programs into
Java classes that comnmunicate using the Message Passing Interface. The resulting system runs
without ally global synchronization. NVe prove that, subject to certain restrictions on the program
to be compiled, assumptions on the correctness of hand-coded datatype implementations, and basic
assmnptions about the behavior of the network, the compilation method preserves safety properties
of the IQA program in the generated Jaa. code. We model the generated Java code itself as a
threaded, low-level 1/O automaton and use a re6nement mapping to show that the external behavior
of the system is preserved by the translation. The IOA compiler is part of the IOA toolkit which
supports algorithm design, development, testing, and formal verification using a.ntomated tools.

The IOA languge developed and reported in [P155] provides notations for definhig both primitive
and composite 1/O automata.This note descmibes, both formally and with examples, the constraints
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on these definitions, thecomposability requirements for the components of a composite automaton,
and the transformationof a. composite automaton into an Equivalent primitive a.Lltomaton.

In [167] we describe our approach and design for code generation tHiat focuses on the issue
of removing implicit nondeterminism and specifx. a transformation on IOA programs that makes
all nondeterininisin explicit. The programmer can then replace all explicit nondeterminisin with
deterministic stlatelents prior to code generation. WVe also describe this transformation at a selantic
level i.e., at the level of the I/O autoaton ma.thematical model. It is shown that tHie transformation
defined at the IOA level conforms to the one at the semantic level.

The thesis [1,17] concerns the addition of a capability to simulate composite automata in a manner
that allows observing arid debugging the individual system component automata. While there is
work in progress on creating a tool that will trarislate a composite definition into a. single automaton,
the aCdce abilit). to simulate composite automata directly will add modularity and simplicity, as well
as ease of observing the behavior or individual components for the purl)pose of distril bted debugging.

PVS strat egies. A related support tool based on the PVS theorem prover tiAt can help users
prove a caididate abstraction relation correct. This tool support relies on a clean and uniform
technique for dening abstraction properties relating automata, that uses library theories for defining
abstraction relations and templates for specifying automata anid abstraction theorems. The work is
reported ill [92] describes how the templates and theories allow development of generic, high level
PVS strategies that aid in the mecha.nization of abstraction proofs. These strategies first set up the
standard subgoils for the abstraction proofs and then execute the standard initiol proof steps for
these subgoals, thus making the process of provinig abstraction properties in PVS more automated.
Two types of abstraction properties are the focus: renement and forward sinulation.

We have also developed an abstraction specification teclinique and associated abstraction proof
strategies we are developing for I/O automata [91]. The new strategies can be used together with
existiig strategics iin the TAME (Timed Automata Modeling Environment) interface to PVS; thus,
our new ternplat;es and strategies provide an extension to TAME for proofs of abstraction. \We have
extended the set of TATME templates and strategics

The toolkit ias been expanded to handle TIOA models, and is aimed at supporting system
development; based on TIOA specifications [2]. The TIOA toolkit is an extension of the IOA toolkit,
which provides a specification simulator, a. code generator, and both model checki mg and theorem
proving sUpport for ana lyziig specifications. Also, several illustrative examples are provide(] in [2].

5.1.3 Vehicle-based examples and applications

As part of the project, case studies were perforned drawing example systems from the general area
of automa.ted vehicles and robot control, and modeled and analyzed using Timedl and Hybrid I/O
Automata, theory described above. As flart oF this effort a type of abstraction layer for programming
mobile networks. which we call 'Virtual Node layers", Nvas developed. Virtual Node layers can be
usId for coordination applications; we have explored three kinds, namely, robot pat t orn formation, a
simple intlelligent; lighway applicaliol (a Virtiual Traffic light), and a simple air-traflic-control system

(based on Virtual ATCs).

Quanser helicopter case sturdy In [99] a case study of the developed hybrid verification is
providecd, anid a. forimal verification of the safet,y properties of NASA's Small Aircralft Transportation
System (SATS) landing protocol is carried out. A new model is presented tising the timed I/O
automata (TIOA) framework [581, and key safety properties are verified. Properties specific to the
new model, such as lower bounds on the spacing of aircraft in specific areas of the airspace, are

provided.
Thme 1ybrid I/O A utomaton modelling framework [84] is applied to a realistic Iybrid system ver-

iicatlion problem in [981. A supervisory pitch coitroller for ensuring the safety of a model helicopter
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sy,stem is designed and verified. The supervisor periodically observes the plant st;atc and takes over
control from tHie user whIen the latter is capable of taking the plant to an unsafe state. The paper
also preselits a. set of language constructs for specif ing hybrid I/O automata.

Mracking Stalk, a. hierarchy-based fault-local stabilizing algorithm for tracking in sensor networks,
is developed in [36]. Starting from an arbitrarily corrupted state, Stalk satisfies its specification
within time and communication cost proportional to the size of the faulty region instead of the
network size. Loca.l stabilization is achieved by slowing propagation of information as the levels of
the hierarchy uiicderlying Stalk increase, enabling the more recent information promgated by lower
levels to override misinformation at higher levels. While achieving fault-local stabilization, Stalk
also adheres to the locality of tracking operations: an operation to find a mobile object at a distance
d away requires 0(d) ainount of time and communication cost to intercept the noving object', and
a move of an object to a distance d away requires 0(d * log(network diameter)) amount of time and
connmmunication cost to update the tracking structure. Furthermore, Stalk achieves se;imless tracking
of a colntinuously moving object by enabling concurrent executions of move and find operations.

Air-traffic control An assertional-style verificatlion of the aircraft landing protocol of NASA's
SATS (Simall Aircraft Transporta.tion System) concept using the I/O autona.ta firanework a id the
PVIS theorem prover was developed in [160]. An 10A model of the landing protocol was developed,
and translated into a. corresp6nding PVS specification; a. verification of the safety properties of the
protocol using the assertional proof technique and the PVS theorem prover was then successfully
perfornied. A mnore extenisive account can be fould in [158].

Virtual node based coordination algoritlms In [83] a virtual node abstract ion layer wNs used
to coordinate the motion of real mobile nodcs in a. region of 2-spacc. In paticuLtr, how nodes in
a. mobile ad hoc network can arratge themselves along a. predeteriniied closed ci ve in the plane,
and can maintain themselves in such a. configuration in the presence of changes in the underlying
mobile ad hoc network, was considered. The strategy illustrated was allowing tie mobile nodes
to iMplemlent a. virtua.l layer consisting of mobile client nodes, stationary virtunl nodes (VNs) at
predetermined locations in the plane, and local broadcast conimunication. The VNs coordinate
among thernselves to distribute the client nodes relatively evenly aniong the VNs' regions, and each
NIN directs its local client nodes to form thenselves into the local portion of the target curve.

A general VNLayer architecture was introduced in [8], and then used to design a practical VN-

Laer iiplemientation, optinized for real-world use. Discussed [8] also is experience with delploying
this irlplemeitation on a testbed of hand-held cotiputers, and in a. custom-built pIacket-level simu-
lator. and present a sample application - a virtual traffic light - to highlight the power and utility
of our abstraction. The idea of using Virtual Stationary Automata. (VSAs) to take a distributed
approach to aitomated air traffic control was exNiensively explored ill [7].

Security protocol modeling and analysis This MUT also brought. togethwr team iienibers
to a)ply tle techniques developed to security issues. This resulted in a full inodel and nalysis
for the Goldreich ct; al. Oblivious Transfer protocol. This required us to develop a new approach
to handling the coinIlnation of nondeterminist ic atnd probabilistic choice, where nondeteriniistic
choices are resolved independently of probabilistic choices. (If nondeterministic choices are allowed
to depend ott the results of probabilistic choices, secrets can be divulged unint ntiionally.) This
approach is embodied in our new Task-PIOA niodeling framework-an extension of the previous
PiOA framework. \Ve extended sinnula,tion relation methods for PIOAs to Task-IPlOAs. Fi.1rther-
more, we extended Task-PIOAs so they can express comnputational limitations, siiehi as polynomial
tiime bounds. In further work, we formulated Cattiis notion of "secure etiulation" within the Task-
PIOA franework, and proved suitable protocol coniposition theoremis. CurrentlY, we are working
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on extending the f'ra,mework still further, to permit us to analyze "long-lived" security protocols
[10, 14, 15. 13, 17, 90]

5.2 Learning and Randomization

Ae have also appronched verification by using techniques of model ChecU :ioy. Corptaer-aided verifi-
cation is concerned with determining whether a formal model of a system, often presented as a graph

of states and state transitions, satisfies certain correctness properties. The most popular algorithmic
technique; model checking [22], works by systenatically stepping through the global states of the
system while checking various properties at each stage. The widespread use of model checking in

practice is predicated on two observations first the technique is largely autormated, and requires
limited user input; second, when a system is found to not meet its correctness requiiements, the tool

provides a counter-example witnessing this, which has been found to be very benelicial in fixing the
flaw.

Applying model checking to peer-to-peer networks of vehicle systems operatiig in a unknown,
potentially malicious environment, presents unique challenges. Form.l models of such systems have
certain fundamenta.l aspects that must be considered. First, there are geographically disperse parties
tha.t concurrently co11pute and communicate. Second, the uncertain environment; requires modelling
probabilistic events and stochastic beha,vior. Finally, the individual embedded systems have both

discrete and continuous dynamics that have a non-trivial dependence on real-time. Thus, the se-
mantics of such dynamic mnulti-vehicular systems must be described by transition systems that have
ni'nitely many global states - the multitude of global states arise from the teed to model the

(potentially) unbounded nrumber of messages that have been sent but tha.t have as yet not been
delivered, to model real-time and clocks, and to model the many real-valued continuous variables
like position, speed and accelaration that axe critically used in describing the damiiics.

-owever results rom theoretical computer science demonstrate tha.t the ver'ification of even

extrencly simple properties of such infinite state systems is 7r,decidable. In other words, there is

no rnecianized procedtre thit can autornaticaly verify such systems. In the face of such extremely

pessimistic news, researchers have taken two approaches. First, they, have conm up with semi-
decisio pocedures Miat are not guaranteed to terminate on all systems, but for systems on which
they do termiinate, are known to give correct andi useful answers. Based on such semi-decision
procedures, nlysis tools have been built and have been used to fornally analyze many or the
systems that arise in practice. Second, special features present in systems of iiiierest have been
identified tht ma nifest themselves in unique structural properties in the state-spice of the system,
which can then be exploited to yield decisioin procedlives for such systems. These algorithuis (that

always terinfrite with the right answer) have then been used to Formally verify such special systems.
As part of this project, we have pursued both these general research themes to aihress the unique

clallenges posed by networks of vehicle systems. Ae have developed semi-decisiii procedures for

analyzing distributed, probabilistic systems based on two novel paradigis: leawiO, and 7wtdom-
ization. Next, we have identified general classes of distributed and hbrid systems i iat have special

features that htve decidable virification problems. In what follows, we given more details about
these accoti plishiments.

5.2.1 Learning to verify

Sy:i bolic 7nodel checking [22], is algorithmic technique foi verification tha.t l as been exrlemely
useful ill pra.ctice. The nta-iin thesis of this approach is to observe that verification can be viewed
as computing the fixed point of a. function. For exarple, if we want to check if an invariant; holds

in a srstem then the verification problern involves computing the set; of 'reach.ol1c states (states of
the system encountered during some computatiot), which is a fixed poit; of the one-step blansition
7clwh.tioni, and checking if all eaNchable state satisfy tie iivariant. Now if yen ficatin is not1ling but
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fixl point comlputation, then one simple algorithm, based on Tarski's method. is to repeatedly
apply le finction whose fixed point one is computing, until this process stabilizes. The next key
ohscrvation in symbolic model checking is to use symbolic represencta.ion. of sets (instecad of an explicit
representation) during these fixed point computations. The widespread success of this approach is
predicated on the observation that practical systems typically ha.%e extremely structured fixed points,
and thus hae very small symbolic representations.

As part of this project, we have initiated and pursued a. method that is a. radical departure from
this traditional approach. Instead of using Ta.rski's iterative approach for computing the symbolic
represenitation of the fixed point, in ieer"zimnbM to verify, we view the model checking problem as
a learning 1)roblem, and try to learon the symbolic representation of the fixed pitt by observing
executions of the system.

This learning based approach has many theoretical and practical benefits. First, it can be used
to identify new classes of infinite state systems for whuich the model chccking prol,cm is provably
decidable. Secoiid, the running time of the algorithm only depends on the size of the symbolic
representation of the fixed point. This is significant because the algorithm can therefore be applied
to infinite stat;e system -- the fixed point sets for infinite state systems, even Ilhough of infinite
cardinalityt often iave a. finite symbolic representation. Further, the symbolic representations of
fixed point sets for practical systems has been found to be typically very siall; the social justification
for this obser'vation being that developers rely on simple inva.riants when designing systems. Thus,
the learning based method scales well to real-world systems.

\Vc dcvcloped such lea.mnilg-based algorithms to verify different types of properties for infinite
state systeis: safety [163, 162], liveness [16l], and branching time properties 1165]. The ideas
have been implemeited in a. research tool called LeVer [166]. Our experimental anualysis on many
examples revealed that the approach scales well and outperforms the best known t aditional model
checker [16.1]. The results otlined here resilted in the PhD thesis of one student (AWhhay Varhan).

5.2.2 Randomization in verification

Rlandoinization has proved to be an extremely beneficia.l paradigm in algorithm design and has been
extensively used in the last. two decades to develop efficient algorithms to solve practical problems
in a variety of domains. foweve, the use of r .ndomization to combat the challenges in algorithmic
verification of sysLems has been largely unexploed.

In this project we developed a. statistical approach to verifying probabilistic systems. Such
stochastic systems, which explicitly model the probability of random events ta.king place, define a
probability measure on the space of belavos. Thus, by drawing random samples of executions, the
probability space can be estimated, and one can statistically determine the likelihowl that a system
is concet. The advantage of this approach is that unlike traditional model checkitig, the algorithm
dotes not need to consider all possible executions of the system. Randomization allows us to ignore
executions tha.t rnay happen, but which are very unlikely to happen. Another adx antage is that a
formal system model is not needed; one only needs to simnlate the system to get simple runs. The
disadvantage is that such an algorithm can never guarantee the correctness of a s.ystem; there is
always a chance that the algorithm got a biased sample and therefore drew an inenwrect conclusion.
loweve,', Hie pmobability of error cart always be made as small as one wants by incr'asing the number
of executions sampled. This idea, of statistical model checking has been developed to verify safety
properties [140] and for liveness properties [141]. This algorithm has also been iplemented in the
aforcmeitiotied tool called Vesta [1d2. Outr experimtenta.l atialysis demonstrated he scalability of
tis appaci and the tool was able to atalze systems iiuch laster tian tiitioinl model checking
algorithms.

Anoher context in which, we showed the beefits of randomization was in mist suite genera-
tion [162] for network protocols. The problem: Forltally called corfornuorce testfin:. involves deter-
riiling if all ulmkovn ilplementa.;ioi is equivalent to a specification, \vhere both are modeled as
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finite Mae Mealy niachines by coInstructNg a test seTAence based onl the specification, which is a

sequece of inputs that detects all faulty machfines. Weo present a, randomnized coinstruction of a
polyniinaily long test sequence; no dletermAduAi constructiOn of a short Vstksuiv, is knovni.

In addition, to the broad research themes identified above, as part of his prolmc, we have also
developed learning algoithms for stodhastic real-time systems [13N] and recursive prcigrams [61,
conistructingi' test sateCs for recursive programls [61], yerifying nietwork shiillation code [1415], and
vcHifying stochmstic sy stems in the presence of uncertainties [143].

5.3 D)ccidabURiy Basults on Discirete and H-ybi-id Systems

As outlind above, the prolemr of veriying networks of peer-to-peer systemis is iii general undecid-
able, because such spstems have infFinitely many global states. Key features tha.t pose challeiiges are
- mniulti ple concuirtly exomAiing agents coinmunicatirig through messages, requiN e modelling the
uiibuunded buller of, ujidefivered iinessages; agents P.edlo"I'lifIg recUrsV CMweMH mu u iiIrquires mrod-
eHliii thie unbosunded cAl stackq agents having discrete and Continuous dynamrrics, ITeJUire modelling
real-valued varia bles and real-time. We cdealt with each of these features individualinly (and corn-
billedl in iceitain ways) to identify key stiuckwra.1 prnoerties thia.t can be exploited to yield decidable
algoridmiiis.

Systerlis Wit;hout coritirntions d]ynarnics. We first; considered non-recursive, diistributed, mes-
sage passiiig systoni Iin P1157] we observed that an execution consistiiig of ritessa.-ge sends and

recivs hisspecWal algebraic properties that cnbe exploited verifHy smch sysmx g.is a
Hiot of pmorties. Next, AVe StUdied the impact of recursion by considering moidds of seuential,
recuirsi\v softwarie. Such systems have been found to be cmimveniently modeled by special pusddown
models called visibly pushdoiwt systemus. 1In [1], we observed that these models caii lie cha.racterized
uskig special cogunerliksoisn gs. Congruence based characteridatis hiave been known

for fiWte st;ate sswiens (regular word languages anwd regulmr tree lianguages) flor Wlcades. ThI'Ie ex-
isteince of such a cl Uw.acteoWnatoil for iNfiit state systemns is surprig. M\'oreminr thi result has
iimportaint conscequeiices. First, the congruence based characte6ization caii be exQQ ied to minimize
system i) models [61.]. Since the tine and space requiremrents of model dckng depends on the sie
of systci miiodels, iiiMn ion can be usel to help scale to large practical syst ciins. Second, al-
gorithins to Icarni such models can be developed. Finally, by combining developed in these special
cases, we piresentedc model checking algorithms for embedded, event-crienq distribted softwvaire sys-
tens iii [138] IThose embedded software *nstemns are both concurret and rectusiweq but have a key
resArictioni iin teiris of how recuirsion and concurroency interact.

STORAID Iybrid Systems. FHybrid systems, Htht have both dAScte and conitinuous dynam-
ics, nVe notoriously rLIMUNt to analyze A.godrituiWally. Sysminis fur whlichu decisiuon alIgorithiiis have
beenm developed cither have extremely simple continuous dynamnics, like system %vith only clocks
varibles (Hmenrcl ant-oinaQ. and wIxith Iimi ly WAIies evol vinmug at coinisn t rates Woi ngular hybrid
autommnay or have ex tiemniely siipie diisudet dynamics t;iit require all Wa ablos to Ie reset a.t each
discrete eHiariige (m-iiinal systerrs). \Ve observed tha.t if some continuous iarialei if the systems is
guarantuald to evo monotonically, then this feature caii be exploited to yield decision procdures.
III a cou puce of' papIems [111, 170];,vwe delineated a large class of hybrid ywrious tenlned STO RMED
hybrid systeins, huavinig both interesting continuous and ciiscrete cowmnics, for which the problem of
verifyinug safety properties can be shown to be cdecicdWbe.

5.4 S-\itchccd Systems

In timc patmr [8T we studied computational aspects of the problemn of stability of'switched systems.
This pol)per is con cernecd with the problem of finiig a qiuacdraoic commincn Qymou nv function for
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large [a1ily of stable linear systems. Ve presented gradient iteration algorithms which give
deterministic comvcrgcnce for finite systen fa.milies and probabilistic convergence for iifinite families.
Our esults and siiulations show in some scenarios, a. favorable comparison wit h more standard
techiiqes based on linear matrix inequalities.

In the paper [173], we presented constructions of a. local and globa.l common Lyapunov function
for a finite f'arily of pairwise commuting globally asynptotically stable nonlinear systems. The
constructions arc hased on an itera.tive procedure, whichi at each step invokes a converse Lyapunov
theorem For one of the individual systems. Our results extend a previously a.va.ilable one which relies
on exponential stability of the vector fields.

The more recent paper [87] continues to explore the connection between commui tion relations
and stability of switched systems. NVe presented a stability criterion For switched iionlinea.r systems
which involves Lie brackets of the individua.l vector fields but does not, require h1t these vector
fields commute. \ special case of the main result says that a switched syst.em general ed by a. pair of
globally asymptotically stale nonlinear vector fields whose third-order Lie brackets vanish is globally
ti fo rnlv asyII pt;oti ca.lly stable tnder arbitra.ry switching. This generalizes a. previously known fact

for switchcd linear systems. To prove the result, we considered an optimal control problein which
colisists in finding the "most uistable" tra jectory for an associated control system, anid showed that
there exist's an optimal solution which is bang-bang with a bound on the total m ler of switches.
This property is obrtained as a. special case of a. rea.ciability result by bang-bang cont rols which is of
indepeiident interest. By construction, our criterion also automatically applies to I he corresponding
rehxed diferentiiAl incltsioii.

We have also studied various types of stochastic stability of switched systems in which the
switchiIg is inluced by a ralndom process, and for switched systems driven by white noise. Our
approach to this problem is inspired by that for the deterministic case: it combines Lyapunov
conditions on tle individua.l subsystems with identifying suitable classes of switching signals (which
include, but arc not limited to, statistically slow-switching processes). Our results on this problem
are described in the paper [19] and more Ulblications a.re forthcoming.

II our recent work [9D] we studY the problem of establishing stability for hybrid systems through
verifica.tiol of average dwell-time (slow switching) properties. Once one is able to verify that the
hybrid systC-1 has a siifficient;ly large aIverlge dwell-time, known results con be invoked to prove
that it is st8Ide. \e introduce a, new type of simulation relation for hylrid autunita-switching
sinul;ltioli--which allows us to show thIi.t Hie average dwell-time of one antomaton is no less than
tla t; of aeother. \We show that the question of whether a given lybrid atitonatn has average
dwell-tIne caI he answered by clieckiong a carefully designed invariant or by solving iii optimization
problem. The invariant-based method is applicable to any hybrid autoniaton. For suitable classes of
a utoaliiiat, the iiva.riant in question c.in be checked automatica.lly. The optiniza t iott-based method
is a iplicahle to a r,st.rictedf class of iniialized hybrid automata.. For this class, a solution of the
optimlization probletil either gives a. couiterexample execution that violates the average dwell-time
property. or it conifirtns that the automaton indeed satisfies the property. The optitiization-based
aplio:ich is a it,tii tic and cornplelielts the inva.riant-based method in the sense tiat they can be

used itt coiiloit,ion ti find tilie unknowni averia ge dwell-time of a given hybrid autott a.ton.
III tIc recelit paper [17L] we study switched systems with external inputs. VVe prove that a

switched notnliicnr system has several useful properties of the input-to-state stability (ISS) type
itrler average dwell-time switcig signals if each constituent subsystein is ISS. This extends avail-

abl rIesults for switched line. systems. \Ve a.pply otir result to stibilization of ticertain nonlinear
systenis via switchiig supervisory control, and show that the plant states can be kept bounded in
the presence of bouInded distu rbances wheit the candidate controllers provide ISS properties with
respect to the estinuition errors.

II aiotlier recent paper [1.72], we adrress the invertibility problem lor switclied systeins with
botht ilputs a uln outputs. This is the problem of recovering the switclhiiig signal and the input

UIi1ey giVen iIM o-tput and an initial state. II the context of hybrid syst.ems. this corresponds

34



to recovering the discrete state and the input from partial meastircients of the continuous state.
il 'solvi'yng the ilnvctibility problem, we introduce the concept of singular pairs for two systems.

kWe -ivc a flecessarv and sufficienit conrlition for a switched system to be inveitil)le, which says
that the ilidividtial subsystems should be itivertible and there shonIld be no singiilir pairs. When
the inidividnal sbsvstems are invertible, we present an algorithm for finding switchiig signals and
input s hat generate a given output in a finite interval when there is a finite number of such switching
signals and inlp.lts.

5.5 Markovian .Jump Systems: Uniform Performance

lit this work we coiisidered Markovian jump linear systems, systems whose paramcters jump accord-
ing to he state tannsitions of a finite-state Ma.rkov chain. These systems model a certain type of
hYbrid dynanics; and also provide an exact model for situations where feedback loops are subject
to random delays. The parailleters of these systems are indexed, and the indices are called the
system 1odes. The papers [72, 73] focus on the discrete-time domain, and consider the problems
of Il iforil exponential stability atid uniform disturbance attenuation for Markovi;ii jump linear
systems. I lere uniiformity refers to almtost sire stability and 2-gain of the sequences of modes, called
switcliinig sequelices: tha.t are admissible by the automaton which describes the larkov process.
WVe develuopcd seniideilnite prograrmming formulations for the solutions to these problems, and their
generalizations, without any assumLption on the parameters or admissible switchiii- sequences. The

work has deep coniection to long-standing work on stability of switched systems.
The results show tha.t thiese formal design problems can be converted to sequeices of semidefi-

nite progrilils, wheroi accuracy is traded off against computational cost. P-ast, work in the literature
on these types of problems has yielded results that could not be applied to realistic problems be-
cause eit her they v wle too computalionally demanding or tended to he conservative to the point of
providig atlaccCptable performance.

1Pelateid to this work we have also considered linear switched systems, and the three bench-

iark p of)l 1is associnted Xvith the il: stabilization under arbitra ry switcl1ing seQuences, stabiliza-
tion unler a switChiIng path constraint, alid construction of stabilizing switching sequences. For

discrete-time switched linear systems. control-oriented complete solitions to the first two problems
coniceriiig (niol-n) sta.bilization are given in the papers [73, 72] jist described; ini [74] we solve
the thIird.

\Ve have reccntly proposed a new output regulation performance criterion 175]. Exact convex
conditioiis for the nmalysis and synthesis of discrete-time switched linear s'ystems wil Ii autonomous
switchiig sequences are obtained, and the formlation is similar to the comiimon receding-horizon
control imethod for standard linear systems. However, in contrast, our teclnicue provides a means
of aIiproxica img lie infinite-horizon LQG performance with gtia.ranteed closed-loop stability. It
appears that this work can also be extencled to the distributed framework described earlier in this
repor't.

5.6 Certificates for Nonlinear Dynamics

As pmt of the program we developed powerful new results and theory on providinig verification

certificates thlt glarantee certain properties of nonlinear systems. Thlese accomplishients are now
described.

5.6.1. Nonlinear system theory

This is the i ost. tlieoctical cornmponemit of OUr work, in which we ivest iotig;ited fuidni aineltal structural
properties of tlonilitiear systems with externll inpits and/or outputs. 'These properties are of interest
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in their own right, hut are also used to support more application-oriented control design and analysis
tools, as is clear froin the descriptions given below.

At the earlier st,ages of the project, we were working on understanding thei minimum-phase
property of nonliiicitr systems, which is essentially the property that smallness of' the output should
imply the smallness of the input and the state. Unlike the standard linear notion and its nonlinear
analog developed by Isidori and Byrnes in the 1980s, we wanted to fornnlate a "robust" notion
(rather than concentrating on trajectories along which the output is identically zero). Our paper [78]
treats such a notion, which we called "output-input stability," for the genera.l case of multi-input,
mulii-ouIt put, nolinear systems. F.or systems affine in controls, we derived a. necessary and sufficient
condition for output,-inlput stability, which relies on a. global version of the nonlinear structure
algorithu. This condition leads naturally to a globally asymptotically stabilizing state feedback
strategy for affine output-input stable syst.ems.

Another hindamental system-theoretic notion that we addressed in our work is that of observ-

ability which is the ability to recover the internal state from output1 measurements. This property
is verY well 1uderstood For linea.r systems, but for nonlinear syst.ems this is not the case and there
are several possible avenues. In the paper [55] we proposed several definitions of observability for
nonli near systems and explored relationships anong them. These observability lro,erties involve
the existence of a bound on the norin of the state in terms of the norms of the output and the input
on sotne tIe iterval. A Lyapunov-like sufricieni, condition for observabititmy was also obtained. As
an application. we proved several variants of LaSalle's stability theorem for switched nonlinear sys-
terns. These result's Avere demonst8rated to be useful for control design in the presence of switching
as well as For developilng stability results of Popov type for switched feedback systems.

lore recentlv, we have been looking into disturbance attenuation properties of systems described
byo illNil. cotitilti.otis cynuamics and discrete iinpulses. A desirable response to disturbances
was formnulated in terns of the input-to-state stability (ISS) property, which was introduced by
Sonlag in 1981 and has since then become a standard notion in nonlinear system theory. The
recent 1)iper [51 introduces appropriate concepts of input-to-state stability (ISS) and integral-ISS
For iipulsive svs1,ernis. \Ve provide a set of L,yapunov-based st.ifficient conditions for establishing
thlese ISS properties. When the continuous dyna,mics are 1SS but the impulses are not, the impulses

should not occur too frequent;ly, which can be formalized in terns of an average dwell-time condition.
Conversely, when the impulses a.re ISS but the continuous dynamics are not, there oust not be overly

long intervals between impulses, which we formalized in terms of a. novel reverse average dwell-time
condition. We also investigated the cases where both the continuous and discrete dynamics are ISS
amnd wheii one of these is ISS and the other only marginally stable for the zero input.. In the former
case w!e obtained a st ronger notion of ISS, Jor which a. necessary and sifflicient; Lyapunov condition is
available. h'lc use of these results was illustra.ted through examlples from a icro-Electro-Mechanical

Systelm (NINEMS) oscillator and a problem of relrlote estimation over a. coinuniction network.

5.6.2 Polynomial coriputation of invariant sets

Vor nonlinear control systems, one would often like to know t;he region of attraction of an equi-
librilni poilnt. Oftel t;his regiol is difficult to both find a.nd represent coinputationally. In this

prograil we have developed an approach using polynomials to represent. tIe dona.in of attraction,
and scnlidefinite pregrarnilling to perform the coraputation. 'Uhe algorithini is iterat,ive, and proceeds
by advecting ie sliblevel set of the polynomial under the inverse flow malp.

The I)ilpue' [17-1] presents a, rnethod for cornputing the dona,in of at taction iFor non-linear dy-
niamic;d svsteis. A nethod is developed where set s a.re represented as sublevel sets of polynomials.
The 1ptol( ln of (lowing these sets under tihe advetion rrnapt of a dvnamicai system is converted to a
senideilit e progratln, which is used to compute the coefficients of' the polynomials.

The its[i:i1 lathematical tool used for analysis of the region of attraction is Lviiptinov's method.
'.l'his vi6ve's its a sifficicit condition for local stabiIity, a.lt;hough it is often difficult to find a Lyapunov
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Fi.nctlion thmt cn he u.scd ais a Certificate for t;hev"whole do-main of attraction. Severail prior approaches
have utsed scillidefi I ite pro-raiigii to find a qu_adra tic funictionl Whose Suiblevel-set is a good inner
afpproxiilwtioll to t ie region of attraction. For sy)steml in which the region is comnplicaited, an ellipsoid

ay not urovidc u. good aipproxima,tion, and the above mnethods leave a large unexplorecl region within
the doinla il of' attralctioni.

Withi in.ceiot cevelopments in algebra aind sumi-of-squares techinicIties, it is now possible to solve
for a L,,yal)itov fuinction with a more general polynomial formn. P'ositiv,e definiteness properties are
replace by silrn1-of-quia.e rconsftraintLs Nvich: can be efficiently solved uisingy convex optimization.
Th'lis ha~noc 1is also alIlowedi findling a ILvaptunov function wvithlin somnic speci fi ccl semi-algebraic
region. I lowever. w1file this provides a metdhodl to certify a given inner app)roximat ion to the region
of' atAl,autionl it, (Ioes not illrumiediatelY provide a way to finid it.

Our1 recIlilikeS Use Of baickward aidvection of a smnall initial neighhborhoord of the equilibrium
inl ondicr to give wn ailgorithmil that in rnanly ca.ses converges to tHec truei donmairi of at,traction. The
approachl is simlidlr inl spir-it to the level-set. mcthiods that ha-Ve been1 USed f'or compuLtation of reach-
able sets,. Tlic keY dlistinct;ion is tha.t most level-set mnethiods represent the function on a mesh; we
represciit tIe( filictionl as a. polynom1il. Thie consequence of this is that the coflii Ita tional require-
miias niav irowv iore slowly with dlimlensionl, if Onle m1ay fix a-priori tilhc requiiredl degrees of the

poIylloluials. BN.v conitrlast, a mlesh-baised micthlod hias comnputatiow .l costs whiichi giow exponentially
widlh dillieilsiOii.

A Ithoiugli we do not give the algorithnnic details in this report, we shiow the Following numerical
exani1ple. Consider thle Vanl ler Pol Oscillator

Thie systemi is Inca.liv stahle arxound the origin. Wec u.se ain initia)l subileve\,l set g-ivein by the quadratic

polyllonlial go +i ZF _l 1, Which can be verified to be positivelIN invarianit, and this is advected
withi aj thiti stel) of 0.2. 1 h'e eNTen-numbere)C.CC iter_aes 90,9239 4, ... arc sliown in tigurve 9. Some of
tHC itcritte", ire bihow, iioimolicd to allow initegocr coefFicienits.

P2 = 1000)-+ 2252 y 2 _Smf -8!Fl 1I y" - 9O07mxy -56.%-y 3 - l1ixy5 3883 ,1:

-360 .11 2 Y2 57x 0 m -P 660.1 x3  x x3 Y3 - 117 X4 + 2 1 x"?j 2 1. "1' 5y --+ 260x 6

/)i 1000 A I'1Y 2 137yp" -F1 iy' - 1654 xy - 170:cXi 3 _I_ d xy5 + 316i2.

d- , . - 43,ry - 94 %, - 35. 3lAil
3 + 14 4 t - 2%"i'y 2 -F 192x 5mi y + 335 x6

P28 10000 + 2510 y - 56yp4 + 2 y; - 41306 xy + '12.%: + -F ,ty + -FZ1099,-1.

2I )'2 2  2 2y 4 -11 3 3 2 3 3  1S74  2 +- 2 x15Y + SIx C

It cuin1 al1so he sen t1lat the iterates graidu_ally aipproach the exact bouindary of' the domain of
a.ttra ct,i(ii. Afitem- 30 iterations, the solu.tion covers most of the stbible reg~ion. After 1t0 iterations, the

stoppi llg crit cln a nlowing- an1 absolute radlial chiange of 0.01 has been mect. The fi iif I result is shown
ill Riure 9.

5.6.3 Seinialgebraic fundlarrientals

Thie wvork ini die pr-evious si.ibsection, and of the earlier subsection onl poly,,nomiail a imI semialgebraic
gillire., 1.el.y on il va ices in tHec understanding of the thecory of reald polyniomials a nr semialgebraic
sets. 11uring tHie Couirse Of this project we hiav,e Con7tribUterd dir-ectly to this fundamental theory
focu.sing- On gcolletric aspects [10S, 109, 110, 115, 116]. This Nvork brings understanding of when

positive soiln ilefililite polynomials canl be decomiposed as suims-of-squiares, anid wlicit polynomials are
positive on restricted domnains. Two conferences ([41, 5]) have beeni co-organiizedl hmy one of our Pls
Onl Closely relatled fundha nIen tAs.
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Figure 9: 1hc Va n der Pol oscillator showing the sequelice of1 iteratiolls

6 COMMUNICATIONS FOR NETWORKED CONTROL

A uLiriuitotis f6iture of acrial multi-vehicle systems is that they commui.icate usiig wireless links.
The rescarch accolo plishlnents now described are about theory, protocols, ancl a lorithms that are

spccificallv deveonped to address the special quality-of-service requiremints for communication and
corlllitilig iin veliiclo - aid more generally real-tillie - systems.

6.1 Corit:ol-oriented Information Theory

If all the ionlmillilicatiol litks in a distributed coitrol systerii arco ioifiriite bat(Iwidth and zero
delay thc1l there is Io reason to treat the problem as a distributed problem. NVe can easily construct
a new cellt ralizcd coltroller with links to all the plants. If the ca.inels :lre finite bandwidth then

thought his to be put into what signals we want to send across them.
1.liese Coitii lllnicallioni liliks can be noisy, have delays, and drop sigiials. 171rtlieniore, they may

have ineiiiorv. '.'Is these communication chamels can be conisidered to Ihe plants themselves. The

chainel enlcoders alnd chamel decoders car be considered to be coltrollers. lBy viewing channels as

pllts and encoders and decoders as controllers we are able to unify the lifferelit, components of the
distributed system.

A\ very ilporta,lit part; of this program has beei the developrnlit of ;i unified theory of commu-
lication aind colntrol. In some sense, this recluires a. unification of the licory of partially-observed

stochasltic coltrol with iinformation t;heory. There is a significaiit diffi culty here since the main
theorem of [formation 'Theory, the Noisy Cliannel Coding Theoremt, which staes that reliable
com llullicni.tiol ill the selnse that the probability of error goes to zero, ai be achievcd if the rate of

Commluilicationl across the channel is less thanl the capacity and otherwise does not require infinite
delaY to realize tiIs performance. Ill probleims of control where the systeii to be cni:tolled is unsta-
ble and sciesors miad ictua.tors are linketd to controllers through noisy communication channels, large

delays cal clearly lot be tolerated. In the two part paper [127, 129], ai fUlidaet1Cl,1 investigation
of these cllestions has been Undertaken. It turts out tha,t Chanmel Capacity as clefined by Shannon
cdoes 11ot c:i pi'.i tlie futlidaimeiital Iiiilitation of iliteircoiniectecd coitrol atid cornmitnication systems.
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A diflercit, iotitn of re]i.bili;y-a.ytit icliability-wliich captius the fact that, tie decoder has to
a.ct FIster than he instability of the system, is ncerled to provide necessarY and snficient conditions
for stabilization to be possible. One of the fundamental conditions of this paper is that the control
plroblem of stabilization is equivalent to a. certain communication recluirement across the feedback
loop.

Tle prohloil of stabilization is in some sense a universal problem of control in the same way as
digital con1tnunication, in the sense of Shannon, is a Universal problem. If additional performance
requirelnenis are imposed on the control system then control problems will not reduce to com-
munication problems. Energy considerations will come into the picture and the tradeoff between
transpiring Ciergy as well as information across the feedback loop needs to be understood. This is
a subject of' my current research.

in a, relatcd paper [153], the analogue of LQG control when the sensor and controller is linked
via, an Additive VIhit1e Gaussian Channel is studied. Linear stochastic control systens are examined
when there is a coniunuication channel connecting the sensor to the controller. The problem consists
of designing tic channel encoder and decoder as well as the controller to satisfy some given control
objectives. Ii particular, the role communication has on the classical !LQG problem is examined.
Conditions nnder which the classical separation property between estimation mid control holds
and t Ce cetli.intv equivalent control law is optilmial are given. Then the sequentiAi! rate distortion
framework is precsent,ed. Tlie bounds on the achievable performance are presented and the inherent
tra-deoffs betwee control and communication costs are shovn. Ii parLicular, it, is sliown that optimal
quadratic cost decomposes into two terms: a. Full knowledge cost a.nd a sequential rate distortion

cost.
in relatled work [128]: we examine an estimation problem where an unstable sot re signal is to be

estiniateil I)y ;a-ppropriate coding a.nd decoding when the signa.l is tra.nsinit t,ed over a, Noisy Channel.

Our understUnding of information in systems has been based on the foundation of memoryless
processes. lExtelltsions to stable Markov and altto-regressive processes are classical. Berger proved
a source odini theorem for the marginally unstable Wiener process, but the infinite-horizon expo-
neitially unstable case hald been open since C;rays 1970 paper. There were also no tHieorems showing
wha; is needed to transport such :rocesses across noisy channels.

ll this work, we give a fixed rate source coding theorem for the infinite-liorizoi lroblem of coding
an exponettially unstable Markov process. The encoding naturally results in two distinct bitstreams
thtat have qualitatively different QoS requirements for subsc(.ttcti, transl)ort over a. noisy medium.
The first streat captutres tie information thtat is accumulating within the nonstktionary process
and requires sullicient anytime reliability on the pa.rt of any channel used to transport the process.
The second tart of the source-code captures tile historical information that; dissipates within the
process atnd is essentially classical. A converse dertonstrating the fundamentally layered nature of
such sources is given by means of inormna.tion-erbedding ideas.

There ate connections of this work with the new Information and entropY flow picture of Kalman
filtering [100] tind more generally nonlinear filtering where the filter stores te minimal amount of
information liecessary to interpret the present and futture beltavior of the sta.te and dissipates histor-
ical ilforimit.iott at al optima rate governed by the Fisher informtationl n!Iated to tlhe observations.

ContributiOns also appear in [152, 151].

6.2 Cmtrol with Limited Information: Deterministic Systems

Ve lave also been working towards developing a comprehensive tAheory of nonlinear control with
limited itlfhrttaliort. The type of scenario we liave in titind is where t1w plant; mid the controller
are exchialtging illformation with each other and, due to cornutnica.tion or sccurih constraints, this
information is very restricted: coarsely quantized, infrequently updated. delayed. and so on. The
itaini quest ions i then are; flow IIIticAt information is really niecessary for control, and what the control
law should lie (ilt pa rticutlar. wha.t robustness properties it sliould have). J'raditiomil control theory
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which assumes p,erfect and instantancous signal transmission is inadequate for this task. However,
the nolillear system theory tools that we have been developing can be used to swudy robustness to
errors such as those misiig fom in icomplete infornmation.

In the paper [77], we considered the problem of stabilizing a linear time-invariant system using
sampled encoded measurements of its state or output. We derived a. relationship bel ween the number
of values taken Iy he encoder and the norm of the transition matrix of the open loop system over
one sampling period, which guarantees that global asymptotic stabilization can be achieved. A
coding scheme and a stabilizing control strategy were described explicitly.

In the paper [P], we extended tie franework of [771 to nonlinear dynamics. \We demonstrated
that global asyniptotic sta.bilizatioii is possible if a suitable relationship holds between the number of
values taken by, the encoder, the sampling period, and a system parameter, provided that a feedback
law achieving input-to-sta.te stability (ISS) with respect to measurement errors cai be found. The

isste of relaxing the latter condition was also studied, and has subsequently led tn te work in [56]
which we described in Section 5.6.1.

Tie paper [76] was concerned with global a.syptotic stabilization of continuous-time systems
subject to dyna nic quantization. A hybrid control strategy originating in our earlier work relies
oil the possibility of making discrete on-line adjustments of qtm.ntizer p.ra.mctcrs. We explored
this nl;horl Q,r general noWaliear systems with geiiral t;ypcs of quan tizcrs affc,iliig the state of
the system, the measured output, or the control input. The analysis involves melging tools from
Lyaplo\v st abiiVy, hybrid systems, ani inApu-to-state stability.

In [19] sate quantization schemes for feedback stabilization of coiit.rol sysitetns with limited
information is investigated. with the focus on designing the least destabilizing cianItizer subject to
a givmi infonnalion constraint. \Ve explored several ways of rneasing he destabilibig effect of
a quantizer on le closed-loop system, including (but not limited t;o) the worst--ase quantization
error. III each case, we showed how quantizer design can be naitrally reduced l a. version of the
so-called inultlicenter problem from locationa.l optimization. Algorithiis br obtUliing solutions to
such problns, all in l;erms of suitable Voronoi tuantizers, were discussed. In pa.rt i xlar, an iterative
solver was develuped for a. novel weighted multicenter problem which most accurat ely represents the
least destalhilizing qua.ntizer design. Simulation studies were also presented.

II the inper [79] we demonstrated that a. unified stldy of iiantization a.nd delay effects in non-
linear control systems is possible ) merging our quantized feedback control methodology with the
siil-gailn appri ach to the analysis of functional differential equations with disf iirh.inces proposed
earlier by Ted. ,,\7e proved that runder the action of a robustly stabilizing feedback controller in the

presence of uantization and time delays satisfying suitable condit ions, solutions of' ihe closed-loop
system starting in a given region remain bounded and eventually enter a smaller region. We pre-
smited several versions of this result and showed how it enables global asymptot ic stabilization via
a dynaliic q uantiza tion strategy.

In the recent work [81], we consider the problem of achieving inpu-to-state stlbility (ISS) with

respect to cxternal disturbances for control systems with liiear dynaniis and ciaitized state mea-
sureinents. Quantizers considered in this paper take finitely many values and have an adjustable
;ooi' paranieter. Building on an approach applied previously to systems with no disturbances

ill [76. we developed a. control inethodology that counteracts an unknown distura rice by switching

repeatedly hetween "'zooming out" and "zooiing i". Two specific control strategics that yield ISS
wee preseiited. The first one is i Ill plerientled in continuous timie and analyzed with the help of

a. Lyapullov fiiction, sililarly to earlier work. The second strategy imcorpora.tes time sampling,
aunh its analysis is novel in that it is completely trajectory-based and Alilizes a eascade structure
of the closed loop hybrid system. We learned that in the presence of' disturbances, time-sampling
ii)henentatoi retuiies an additional rnodificathion which has not been considerd in previous work.
Ill [180] input-output stabilizationi is considered in an Q?, context and explicit chaniel conditions and

ani algorithill ar(! provided for sta.bilization.
II [179] dcceitralized st;aM.aiz:b.tiou is coisidered with iiiKe bamdwi,ihi const aiiits: and sufficient

40



conditions are provided on the link bandwidths for system stabilization.

6.3 Delay Aware Wireless Networks

Because the cost of even single latencies, if sufficiently large, can be catastrophic in multi-vehicle

applications, part of the program has targeted wireless systems that are aware and adapt to trans-
mission delays.

6.3.1 indamental delay bounds

Inl [1031 wc developed a [utida.nIntal tradeoff between network throughput and delay in a mobile
wireless network [103]. Using a. simple node mobility model and a cell partitioned network structure,
we establish that the ratio of delay to throughput must be greater than the number of nodes, N,
in the network (i.e., delay/throughput ? O(N)). Ve also developed algorithms that reduce delays
in the network by sending redundant packets along multiple paths. This relatively recent work has
already been cited extensively and served as the basis for much research in the field. This work is
significant in that it establishes basic performance limits for wireless networks.

6.3.2 Tr;ansrnission scheduling schemes for time-critical data

In [176] we developed transmission scheduling schemes for meeting deadline constraints over a time
varying wireless channel. Such deadline constraints are critical for military command and con-
trol communications and are generally difficult to meet in a wireless environment due to channel

fluctuations. Our algorithns minimize energy consumption while a.t the same time meeting the
deadline constraints. Using techniques from Dynamic Programming, our algorithms minimize en-
ergy consumption for transmitting data with deadline constraints by opportunistically scheduling
transmissions at; times that the channel is relatively good. Moreover, we developed a novel approach
to energy efficient transmission scheduling with general Quality of Service (QoS) requirements [176].
Our approach uses cumulative curves to describe data arrivals, departures, and QoS requirements.
Energy efficiencv is achieved by spreading the data transmission over time to exploit the convexity

of the relationship between power and data rate and further, by opportunistically adapting to the
channel variations. \Ve obtain minimum energy transmission policies for meeting a wide range of
service requiremeni,s, such as delay constraints, buffer limitations, and the transmission of real-time
data (e.g.: voice Or video).

In [177] we formulate the problem of minimizing the energy consumption subject to the deadline
constraint as a continuous-time optimal control problem and obtain an analytical solution to the
optitat traisission rate. Moreover, using simple decomposition approach we are able to extend
our optimal solution to include the consideration of multiple packet arrivals and variable deadline

const;raints (i.e., different deadlines for each packet) [178].

6.3.3 Wardrop routing

Routing protocols for multi-hop wireless networks have traditionally used shortest-path routing to
obtain paths to destinations, and do not consider traffic load or delay as an explicit factor in the
choice of routes. WVe haA,e formally established that if the number of sources is not too large, then it
is possible to construct a perfect flow-avoiding routing, which can boost the throughput provided to
each user over that of shortest-path routing by a, factor of four when carrier sensing can be disabled,

or a factor of 3.2 otherwise [114]. We have also designed a multi-path, load adaptivc routing protocol
that is generally applicable even when there are more sources. The protocol converges to a Wardrop
equilibrium, def'ined as one where all utilized paths from a source to destination have the same delay,
which is less than that over all unutilized paths [112, 113]. We have also addressed the architectural
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ch;1i-lenges con fronted in the software implementation of a. multi-path, delay feedback based, proba-
bilistic routing algorithm. Our routing protocol is (i) completely distributed, (ii) automatically load
balances flows, (iii) uses multiple paths whenever beneficial, (iv) guarantees loop-free paths at every
time instant even while the algorithm is still converging, and (v) is elegantly implementable in the
operating system kernel.

6.4 Synchronization of Clocks in Wireless Systems

In laliy cooperd.t;ive missions agents require a common notion of time by which to synchronize
events. We have several achievements on creating such a common clock, and an algorithm that to
the PIls' knowledge is the best currently available.

Fundamental limitations on clock synchronization in networks AVe have determined fun-
dalmnenta l i mpossibility results on clock synchronization in wireline or wireless networks, and sharply
characterizes what is what is not feasible [45]. Consider a network of , nodes with ,ffine clocks, with
one node designated as a reference. Each other node's clock is described by a sk;e'w (relative speedup
with respect to the reference clock), and an offset a.t time 0 (say) witfh respect to the reference
clock. Iln order to establish impossibility results, we allow for noiseless conmunication of messages,
that na'y contain an.% information that the transmitting node knows about or from current or past

packets that it has sent or received. The synchronization problem consists of estimating all the
unknown parameters, skews and offsets of all the clocks, as well as the delays of all the commu-
nicatioi links. All unknown parameters are assumed to be time-invariant, for sha.rply delineating
illiossibilit;y results.

We haVE Iroved tha.t the estimation of all unknown parameters is impossible. \Ve show that all
nodal skews, as well as all rov.nd-trip delays between every pair of nodes, can be est imated correctly.
I-However, the vector of lnkno\vn link dlela.ys and clock offsets can only be detemlined up to an
(11 - 1)-dimensiolal slbspace. Each degree of freedom in this subspace correspouls exactly to the
olfset of one of' 1ie (ii. - 1) clocks with respect to the reference clock. On the positive side, we have
shown that every transmitting node can predict precisely the time indicated by the receiver's clock
at the instant it receives the packet.

if we further invoke ca.sality, that packets cannot be received before they are tra.nsmitted, the
i.ncertaillty set can he reduced to a polyhedron in R" 1 . We have provided necessary and sufficient
conditions on the lietwork topology for the polyhedron to be compact and have a non-empty interior.

We have tuther studied the lprobler of receiver-receiver syn.ch'ronization*, where only receipt
times are available, but io time-stamping is done by the sender. We have shown that all nodal
skews (n Ii still he estilltted correctly, but delay differences between ieiglborig communication
liliks Viti h a. tolinlon sender can only be 1ha.racterized up ito a.n a.ffine 1.ransformai ion of the (m - 1)
u11known offsets. Moreover, causality does not help; the uncertainty set remains as a translate of
/?.I, -1.

\Ve have also ilivestiga.ted structured models for link delays as the stum of a transmuitter-dependent
del y, a receiver-dependent delay, and a propagation delay, where the latter is known, e.g., via GPS
positiol informamtion. Ve have identified conditions on the transmission and recept ion delays which

permit a unique solution, and conditions under which the number of the residual dcgrees of freedom
is a consta.nt indepeident of network size.

Synchronization algorithim We haVe developed a distributed algorithm to achieve accurate clock
syiic!roiiiza tion ill large 1ultilhop wireless networks [1.46]. The central idea is to exploit the large
nui 'e of global const;raints that have to be satisfied by a common notion of tine in a multihop
ltwork. If' at a certain time, O,. is the clock offset between two neighboring nodes i and j, then
for a iv loop 1 .i, i"... , ,, in the m 1tlhop ietwork, t ofhese osets nus. satisfy the global

coiistraiit .EkLl Oii , = 0. Noisy estimates 6j of Oijj are usually arrived at by bilateral exchanges
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of tilestamped messages or local broadcasts. By imposing the large number of global constraints for
all the loops in the niultihop network, these estimates can be smoothed and madc nore accurate. We
have dCsigned a fully distributed and asynchronous algorithm to exploit all these global constraints.
It functions by simple asynchronous broadcasts at each node. Changing the tinic reference node for
synchronization is also easy, consisting simply of one node switching on adaptation, and another
switcing it off. The algorithm has been implemented on a Berkelev Motes ts,bed of hundred
nodes, and comparative cvaluation against a leading algorithm has been perlormed.

6.5 Performance in Mobile Wireless Systems

Strong research results hame been obtained on efficient utilization and deployment of mobile wireless
'csoUrccs.

6.5.1 Optimal flow control scliemne for maximizing net-work throughput and utility

In [I 041 we developed a novel flow control algorithm for maximizing network utility in heterogeneous
networks that include both wireless and Nvired components. Our algorit.hin decides when to admit

puckets into the network based on network layer queue infornation and docs not rcquire knowledge
of, Iraflic or chatnel statisics. We show that when uscd in con.jUicldion with th oting and power
allocation schellc in [105] (also developed under this project) our algorithm miximizes network
utility (e.g., throughput); even when the network is overloaded. The above result, is significant in
that it sol,ms tWe important problei of optimally controlling a stochastic ntwork wie time traffic

exceds tle networks calacity. This novel flow control algorithm is very simple Uo implement in a
dist ribulted manler and can be applied to a wide range of commercial andr military communication
systems such as mobile networks (For command and control) and hylbrid networks tlha.t include wired
aml wireless coNiponets.

6.5.2 Joint routing and power allocation for wireless networks

In [105] we develop an optimal routing and powelr allocation strategy for wireless networks with
time varyig cmirnel conditions and rnobile nodes. Our algoritlhin is optimized across the physical,

Minn access and network layers. We show that the physical layer power allocation decisions
shouhl be nade taking network layer queue backlog information. Our routing str;ltegy also makes
romuting decisions based solely on queue backlog information at the different nodes. In so doing,

our optimal routing and power allocation strategy requires minimal signaling overhead (all that
neeMs to Ie exchanged between nodes and across layer are the queue backlog information). An
important feature of our optimal algorithm is that routing and power allocation decisions can be
niade without knowledge of the traffic sta.istics or channel statistics; bit only based on the queue
backlog inforination.

6.5.3 Randomized algorithms for distributed network control

In [1011 we developed a. novel franework for distributed scheduling in wireless networks using ran-
domiized algoritlhns. A ninjor challenge in the design of wireless networks is the need for distributed

scheduling algor1ithills tha.t will efficiently share the cOlnlmon chamel. l{ecent;ly, a few distributed
scheduling algoithits for networks with different interference constrainds have bon presented. In
networks with prixy interference constraints these algorithms gl-nantee 50% of the maximum

possible I hoUghlput; ilud even lower throughput values are achieved under mote general interfer-
once cotsfroiitts. In [1013 we presented the first distributed scheduhing famvework that guarantees
nmaxiinuni (1000) throughlput. It is based on a combination of a. distributed randornizcd matching
algoritlhi and in algorithnt that compares and merges successive untching solutiots. We showed
that if the niLchig and compare algorithms satisfy simpie conditions related to t lheir performance
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and to the inaccuracy of the comparison, the framework attains 100% throughput. \Ve showed that
the complexities lor a chieving 100% throughput are comparable to those of the algorithms that
achieve .50% throughput. This work received the Best Paper Award at the AC.I SIGMETRICS
2006 coference. In [,13] we extended the framework to general interference const,raints and in [42]
to ovcrall utility maximization (as opposed to throughput).

6.5.4 Ifaxiinizing network throughput via partitioning
In [P] we develolmd a. novel parthioning approach for nmhkg throughput in a wireless network

using distributed scheduig. Our approach is based on a. new concept of local pooling whereby
networks that sat isv local pooling conditions can achieve 100% throughput using distributed greedy
scheduling algoith s. We show that certain classes of gra.phs, and in particular trees, satisfy this
local pooling conditions and are a,menable to distributed scheduling. We then partition the network
into multiple tree-based subnetworks where each subretwork operates on a. separatc channel. The
restilting network, consisting of independent trees can use greedy maximal i matching-based scheduling
algorithins to aciie\c high thtough putt efficiency.

6.5.5 haniisrnissioii scheduling for 1\MfI1\4O channels

In [57] we study the problem of efficient scheduling of transmissions to users on a broadcast channel;
where the transiLtted is equipped with M transmit antennas and each of the receivers is equipped
with a single antenna. It is well known that a. technique called dirty 1)aper coding. can achieve the
capacity of: the wireless broadcast channel. However, this requires full knowledge of the channel
state information for all users; something that is not practical for most systems of interest. Hence
we cotusider limitled feedback schemes whereby we transmit only to a suita.bly ciseti subset of the
users. \W'e show that if we only consider a subset of L strong users (i.e., users with high channel
gains) and transoit to a subset of M of the L users (where 1\4 is the nurtber of aittenna elements),
then the achieved data rate is asrmptotically close to the channel capacity. flence, we demonstrate
that full utilization catl be achieved by a simple feedback scheme tMat does not require knowledge
of the chtnnel state of all of the users.

6.6 Increasing Reliability in Cooperative Routing

Cooperative roting takes advantage of the inherent redundancy of wireless networks to increase
network reliability [5j. First, the broadcast na.ttre of wireless cotninunica.tions allows nodes to
overhear a inessage tlat is not intended for them. These nodes ca.n help relay tlat message to its
destination and hence increase network reliability. The receiver, node can combine transmissions
flot111 HltiIIe relay nodes to further increase reliability (or a.lternatively reduce energy consumption).
This apwroach breaks with the traditional layered approach to net;working wherely routing is done
solely al t Ite net;work layer. instead, with this new approach routing is done across h oth the network
and the itlysica] layer. One way to view thlis a.proach is as an extension of tlte tvanced physical
layer fl.\1 techniques t;o the network layer where each icle acts as an antenna and several nodes
collaborat:e to provide many of the same benefits including diversity, range extensin, and improved
link quality to the network layer. In [50] we developed cooperative routing schemes for static wireless
neLworks and dentotistrated that a.p)roximately 50% energy savings can be achievel via, cooperative
routing.

\Ve t ten extend this approach to a wireless fading channel in [601 where we stumt l' the problem of
communication reliabiliy and diversity in runlti-hop wireless networks. To t;hat; etd, we adopt the
outage lwobability rnodel for a fading channel to develop a. probabilistic model for a wireless link. This
model establishes a. rea.tionship between t;he link reliability, the distance between communicating
nodes ail the trtniissitn power. Applying this probabilistic imodel to a. inulti-hop network setting,
we define and a.nalyze t,te end-to-end route reliability and develop algorithiis for finding the optimal
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route bet wecn a pair of' nodes. The idea of route diversity is introduced as a way to illprove the end-

to-end rott relio bil itY by taking adva.ntagc of tlie wireless broadcast property, the independence of
fade stawe bdtweeni different, pairs of' nodes, and the space diversitY creat.cd bY multiple relay nodes
along the rolitec. Our resuilts Sugg-eSt that r-oute- liveCrSity\I can funldamIlcntafly chiam-e the tradeoff
bet-wocil relility anid powr,01 ill a mlulti-hop1 net'work.
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